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Van der Waals heterostructures
A. K. Geim1,2 & I. V. Grigorieva1

Research on graphene and other two-dimensional atomic crystals is intense and is likely to remain one of the leading
topics in condensed matter physics and materials science for many years. Looking beyond this field, isolated atomic
planes can also be reassembled into designer heterostructures made layer by layer in a precisely chosen sequence. The
first, already remarkably complex, such heterostructures (often referred to as ‘van der Waals’) have recently been
fabricated and investigated, revealing unusual properties and new phenomena. Here we review this emerging
research area and identify possible future directions. With steady improvement in fabrication techniques and using
graphene’s springboard, van der Waals heterostructures should develop into a large field of their own.

G raphene research has evolved into a vast field with approxi-
mately ten thousand papers now being published every year
on awide range of graphene-related topics. Each topic is covered

by many reviews. It is probably fair to say that research on ‘simple
graphene’ has already passed its zenith. Indeed, the focus has shifted
from studying graphene itself to the use of the material in applications1

and as a versatile platform for investigation of various phenomena.
Nonetheless, the fundamental science of graphene remains far from
being exhausted (especially in terms of many-body physics) and, as
the quality of graphene devices continues to improve2–5, more break-
throughs are expected, although at a slower pace.
Because most of the ‘low-hanging graphene fruits’ have already been

harvested, researchers have now started paying more attention to other
two-dimensional (2D) atomic crystals6 such as isolated monolayers and
few-layer crystals of hexagonal boron nitride (hBN), molybdenum
disulphide (MoS2), other dichalcogenides and layered oxides. During
the first five years of the graphene boom, there appeared only a few

experimental papers on 2D crystals other than graphene, whereas the
last two years have already seen many reviews (for example, refs 7–11).
This research promises to reach the same intensity as that on graphene,
especially if the electronic quality of 2D crystals such asMoS2 (refs 12, 13)
can be improved by a factor of ten to a hundred.
In parallel with the efforts on graphene-like materials, another

research field has recently emerged and has been gaining strength over
the past two years. It deals with heterostructures and devices made by
stacking different 2D crystals on top of each other. The basic principle is
simple: take, for example, a monolayer, put it on top of another mono-
layer or few-layer crystal, add another 2D crystal and so on. The resulting
stack represents an artificialmaterial assembled in a chosen sequence—as
in building with Lego—with blocks defined with one-atomic-plane pre-
cision (Fig. 1). Strong covalent bonds provide in-plane stability of 2D
crystals, whereas relatively weak, van-der-Waals-like forces are sufficient
to keep the stack together. The possibility of making multilayer van
der Waals heterostructures has been demonstrated experimentally only
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Figure 1 | Building van der Waals
heterostructures. If one considers
2D crystals to be analogous to Lego
blocks (right panel), the construction
of a huge variety of layered structures
becomes possible. Conceptually, this
atomic-scale Lego resembles
molecular beam epitaxy but employs
different ‘construction’ rules and a
distinct set of materials.
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Monolayer graphene

Dirac cone dispersion
of massless electrons

H = vF~� · ~k
<latexit sha1_base64="13F4kvAO7nzuz7nUZAePaqs2U2Q=">AAACC3icbVDLSsNAFJ3UV62vqEs3Q4vgqiQi6EYoCtJlBfuAJoTJZNoOnZmEmUmhhOzd+CtuXCji1h9w5984bbPQ1gMXDufcy733hAmjSjvOt1VaW9/Y3CpvV3Z29/YP7MOjjopTiUkbxyyWvRApwqggbU01I71EEsRDRrrh+HbmdydEKhqLBz1NiM/RUNABxUgbKbCrTXgNJ8Ed9CYEZ56iQ45y6OEo1gtpnAd2zak7c8BV4hakBgq0AvvLi2KcciI0Zkipvusk2s+Q1BQzkle8VJEE4TEakr6hAnGi/Gz+Sw5PjRLBQSxNCQ3n6u+JDHGlpjw0nRzpkVr2ZuJ/Xj/Vgys/oyJJNRF4sWiQMqhjOAsGRlQSrNnUEIQlNbdCPEISYW3iq5gQ3OWXV0nnvO46dff+ota4KeIogxNQBWfABZegAZqgBdoAg0fwDF7Bm/VkvVjv1seitWQVM8fgD6zPH8AxmkE=</latexit><latexit sha1_base64="13F4kvAO7nzuz7nUZAePaqs2U2Q=">AAACC3icbVDLSsNAFJ3UV62vqEs3Q4vgqiQi6EYoCtJlBfuAJoTJZNoOnZmEmUmhhOzd+CtuXCji1h9w5984bbPQ1gMXDufcy733hAmjSjvOt1VaW9/Y3CpvV3Z29/YP7MOjjopTiUkbxyyWvRApwqggbU01I71EEsRDRrrh+HbmdydEKhqLBz1NiM/RUNABxUgbKbCrTXgNJ8Ed9CYEZ56iQ45y6OEo1gtpnAd2zak7c8BV4hakBgq0AvvLi2KcciI0Zkipvusk2s+Q1BQzkle8VJEE4TEakr6hAnGi/Gz+Sw5PjRLBQSxNCQ3n6u+JDHGlpjw0nRzpkVr2ZuJ/Xj/Vgys/oyJJNRF4sWiQMqhjOAsGRlQSrNnUEIQlNbdCPEISYW3iq5gQ3OWXV0nnvO46dff+ota4KeIogxNQBWfABZegAZqgBdoAg0fwDF7Bm/VkvVjv1seitWQVM8fgD6zPH8AxmkE=</latexit><latexit sha1_base64="13F4kvAO7nzuz7nUZAePaqs2U2Q=">AAACC3icbVDLSsNAFJ3UV62vqEs3Q4vgqiQi6EYoCtJlBfuAJoTJZNoOnZmEmUmhhOzd+CtuXCji1h9w5984bbPQ1gMXDufcy733hAmjSjvOt1VaW9/Y3CpvV3Z29/YP7MOjjopTiUkbxyyWvRApwqggbU01I71EEsRDRrrh+HbmdydEKhqLBz1NiM/RUNABxUgbKbCrTXgNJ8Ed9CYEZ56iQ45y6OEo1gtpnAd2zak7c8BV4hakBgq0AvvLi2KcciI0Zkipvusk2s+Q1BQzkle8VJEE4TEakr6hAnGi/Gz+Sw5PjRLBQSxNCQ3n6u+JDHGlpjw0nRzpkVr2ZuJ/Xj/Vgys/oyJJNRF4sWiQMqhjOAsGRlQSrNnUEIQlNbdCPEISYW3iq5gQ3OWXV0nnvO46dff+ota4KeIogxNQBWfABZegAZqgBdoAg0fwDF7Bm/VkvVjv1seitWQVM8fgD6zPH8AxmkE=</latexit><latexit sha1_base64="13F4kvAO7nzuz7nUZAePaqs2U2Q=">AAACC3icbVDLSsNAFJ3UV62vqEs3Q4vgqiQi6EYoCtJlBfuAJoTJZNoOnZmEmUmhhOzd+CtuXCji1h9w5984bbPQ1gMXDufcy733hAmjSjvOt1VaW9/Y3CpvV3Z29/YP7MOjjopTiUkbxyyWvRApwqggbU01I71EEsRDRrrh+HbmdydEKhqLBz1NiM/RUNABxUgbKbCrTXgNJ8Ed9CYEZ56iQ45y6OEo1gtpnAd2zak7c8BV4hakBgq0AvvLi2KcciI0Zkipvusk2s+Q1BQzkle8VJEE4TEakr6hAnGi/Gz+Sw5PjRLBQSxNCQ3n6u+JDHGlpjw0nRzpkVr2ZuJ/Xj/Vgys/oyJJNRF4sWiQMqhjOAsGRlQSrNnUEIQlNbdCPEISYW3iq5gQ3OWXV0nnvO46dff+ota4KeIogxNQBWfABZegAZqgBdoAg0fwDF7Bm/VkvVjv1seitWQVM8fgD6zPH8AxmkE=</latexit>

Dirac cones of each 
layer are close

Twisted Bilayer Graphene (tBG)

Interlayer
hopping

Topological
Flat bands+ =

‘Magic Angle’ tBG



4/43

Correlated insulator
LETTERRESEARCH

8 2  |  N A T U R E  |  V O L  5 5 6  |  5  A P R I L  2 0 1 8

The emergence of half-filling states is not expected in the absence of 
interactions between electrons and appears to be correlated with the 
narrow bandwidth near the first magic angle. In our experiment, sev-
eral separate pieces of evidence support the presence of flat bands. First, 
we measured the temperature dependence of the amplitude of 
Shubnikov–de Haas oscillations in device D1, from which we extracted 
the effective mass of the electron, m* (Fig. 3b; see Methods and 
Extended Data Fig. 3 for analysis). For a Dirac spectrum with eight-fold 
degeneracy (spin, valley and layer), we expect that ⁎= / πm h n v(8 )2

F
2 , 

which scales as 1/vF . The large measured m* near charge neutrality in 
device D1 indicates a reduction in vF by a factor of 25 compared to 
monolayer graphene (4 ×  104 m s−1 compared to 106 m s−1). This large 
reduction in the Fermi velocity is a characteristic that is expected for flat 
bands. Second, we analysed the capacitance data of device D2 near the 
Dirac point (Fig. 3a) and found that vF needs to be reduced to about 
0.15v0 for a good fit to the data (Methods, Extended Data Fig. 1b). Third, 
another direct manifestation of flat bands is the flattening of the con-
ductance minimum at charge neutrality above a temperature of 40 K 
(thermal energy kT =  3.5 meV), as seen in Fig. 3c. Although the con-
ductance minimum in monolayer graphene can be observed clearly even 
near room temperature, it is smeared out in magic-angle TBG when the 
thermal energy kT becomes comparable to vFkθ/2 ≈  4 meV—the energy 
scale that spans the Dirac-like portion of the band (Fig. 1c)24–26.

Owing to the localized nature of the electrons, a plausible explanation 
for the gapped behaviour at half-filling is the formation of a Mott-like 
insulator driven by Coulomb interactions between electrons27,28. To 
this end, we consider a Hubbard model on a triangular lattice, with 
each site corresponding to a localized region with AA stacking in the 
moiré pattern (Fig. 1i). In Fig. 3d we show the bandwidth of the E >  0 
branch of the low-energy bands for 0.04° <  θ <  2° that we calculated 
numerically using a continuum model of TBG6. The bandwidth W is 
strongly suppressed near the magic angles. The on-site Coulomb energy 
U of each site is estimated to be e2/(4π εd), where d is the effective linear 

dimension of each site (with the same length scale as the moiré period), 
ε is the effective dielectric constant including screening and e is the 
electron charge. Combining ε and the dependence of d on twist angle 
into a single constant κ, we write U =  e2θ/(4π ε0κa), where a =  0.246 nm 
is the lattice constant of monolayer graphene. In Fig. 3d we plot the 
on-site energy U versus θ for κ =  4–20. As a reference, κ =  4 if we 
assume ε =  10ε0 and d is 40% of the moiré wavelength. For a range of 
possible values of κ it is therefore reasonable that U/W >  1 occurs near 
the magic angles and results in half-filling Mott-like gaps27. However, 
the realistic scenario is much more complicated than these simplistic 
estimates; a complete understanding requires detailed theoretical anal-
yses of the interactions responsible for the correlated gaps.

The Shubnikov–de Haas oscillation frequency fSdH (Fig. 3b) also 
supports the existence of Mott-like correlated gaps at half-filling. Near 
the charge neutrality point, the oscillation frequency closely follows 
fSdH =  φ0| n| /M where φ0 =  h/e is the flux quantum and M =  4 indicates 
the spin and valley degeneracies. However, at | n|  >  ns/2, we observe 
oscillation frequencies that corresponds to straight lines, fSdH =  φ0(| n|   
−  ns/2)/M, in which M has a reduced value of 2. Moreover, these lines 
extrapolate to zero exactly at the densities of the half-filling states, n =   
± ns/2. These oscillations point to small Fermi pockets that result from 
doping the half-filling states, which might originate from charged 
quasi particles near a Mott-like insulator phase29. The halved degener-
acy of the Fermi pockets might be related to the spin–charge separation 
that is predicted in a Mott insulator29. These results are also supported 
by Hall measurements at 0.3 K (Extended Data Fig. 4; see Methods for 
discussion), which show a ‘resetting’ of the Hall densities when the 
system is electrostatically doped beyond the Mott-like states.

The half-filling states at ± ns/2 are suppressed by the application 
of a magnetic field. In Fig. 4a, b we show that both insulating phases 
start to conduct at a perpendicular field of B =  4 T and recover normal 
conductance by B =  8 T. A similar effect is observed for an in-plane 
magnetic field (Extended Data Fig. 5d). The insensitivity to field  
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Figure 2 | Half-filling insulating states in magic-angle TBG. a, Measured 
conductance G of magic-angle TBG device D1 with θ =  1.08° and 
T =  0.3 K. The Dirac point is located at n =  0. The lighter-shaded regions 
are superlattice gaps at carrier density n =  ± ns =  ± 2.7 ×  1012 cm−2. The 
darker-shaded regions denote half-filling states at ± ns/2. The inset shows 
the density locations of half-filling states in the four different devices. 

See Methods for a definition of the error bars. b, Minimum conductance 
values in the p-side (red) and n-side (blue) half-filling states in device 
D1. The dashed lines are fits of exp[− ∆/(2kT)] to the data, where 
∆ ≈  0.31 meV is the thermal activation gap. c, d, Temperature-dependent 
conductance of D1 for temperatures from about 0.3 K (black) to 1.7 K 
(orange) near the p-side (c) and n-side (d) half-filling states.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Superconductivity

 
 

Depending on electronic structure details, bands can have non-zero Chern numbers9,10, allowing for the 
possibility of orbital magnetism and anomalous Hall effects.  Gapped states at non-zero ! occur only 
when interactions are strong enough to shift band energies by more than the flat band width when they 
are occupied, otherwise they lead to semi-metallic states.  
 

Correlated states at all integer moiré filling factors 

 
 

Figure 1 | Integer-filling correlated states and new superconducting domes. a, Schematic of a 
typical hBN encapsulated MAG device with a graphite back gate. b, AFM image and four-probe 
measurement schematic, with the scale bar 2 µm. c, 4-terminal longitudinal resistance Rxx as a function 
of carrier density n at different perpendicular magnetic fields from 0T (black trace) to 480mT (red 
trace). d, Color plot of Rxx vs. n and T, showing different phases including metal, band insulator (BI), 
correlated state (CS) and superconducting state (SC). The boundaries of the superconducting domes 
indicated by yellow lines are defined by 50% resistance values relative to the normal state. Note that 
the metal-SC transition is not sharp at some carrier densities, adding uncertainty to the Tc extraction e, 
Longitudinal resistance Rxx at optimal doping of the superconducting domes as a function of tempera-
ture. The resistance is normalized to its value at 8K. f, Conductance Gxx vs. inverse temperature at n 
corresponding to ! = 0, 1, ±2 and 3. The straight lines are fits to ~ ./0 1−∆/2 !" activated behavior 
and give gap values of 0.35 meV (! = −2), 0.14 meV (! = 1), 0.37 meV (! = 2), 0.27 meV (! = 3) 
and 0.86 meV (CNP/ ! = 0). g, Mean-field phase diagram for neutral ! = 0 (CNP) twisted bilayer 
graphene, as a function of twist angle θ and interaction strength ε-1, showing differnet configurations of 
C2T symmetry and Chern number (C). 

 
Fig. 1a shows the typical device schematic of a graphite back-gated, hexagonal boron nitride (hBN) 
encapsulated MAG hetero-structure. Our stack was fabricated using a previously developed “tear and 
stack” technique28,29, followed by a mechanical squeezing process30. This process removes trapped blis-
ters, releases local strain, and achieves more homogenous interfaces between the layers. The stack was 
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Figure 2 | Gate-tunable superconductivity in MA-TBG. (a) Two-probe 
conductance G2 = I/Vbias of device M1 measured in zero magnetic field 
(red trace) and at a perpendicular field of B⊥ = 0.4 T (blue trace). The 
traces show the typical “V”-shaped conductance near charge neutrality 
n = 0, as well as insulating states at the superlattice bandgaps, n = ±ns, 
corresponding to filling ±4 electrons in each moiré unit cell, and the 
conductance reductions at intermediate integer fillings of the superlattice 
due to Coulomb interactions. Near -2e- per unit cell filling, there is a 
considerable conductance enhancement which is suppressed in B⊥ = 0.4 
T, signaling the onset of superconductivity. Measurements are taken 

at 70 mK. For these traces, Vbias = 10 µV. (b) Four-probe resistance Rxx 
measured at densities corresponding to the region bounded by pink 
dashed lines in (a), versus temperature. Two superconducting (SC) 
domes are clearly observed next to the half-filling state (“Mott”, centered 
around −ns/2 = -1.58×1012 cm-2). The remaining regions in the diagram 
are labeled as “Metal” due to the metallic temperature dependence. The 
highest critical temperature observed in device M1 is Tc=0.5 K (50% 
normal state resistance). (c) Similar plot as in (b) but measured in device 
M2, showing two asymmetric and overlapping domes. The highest critical 
temperature in this device is Tc=1.7 K.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Ref: Cao Nature ’18; Lu Nature ‘19
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FIG. 1. Quantized anomalous Hall effect in twisted bilayer graphene (A) Longitudinal resistance Rxx and Hall resistance Rxy as a
function of carrier density n at 150 mT. Rxy reaches h/e2 and Rxx approaches zero near ⌫ = 3. Data are corrected for mixing of Rxx and
Rxy components by symmetrizing with respect to magnetic field at B = ±150 mT [30]. (B) Longitudinal resistance Rxx and Hall resistance
Rxy measured at n = 2.37⇥1012cm�2 as a function of B. Data are corrected for mixing using contact symmetrization[30]. Sweep directions
are indicated by arrows. (C) Hall resistance Rxy as a function of magnetic field B and density n. Hysteresis loop areas are shaded for clarity.
The rear wall shows field-training symmetrized values of Rxy at B = 0. Rxy(0) becomes nonzero when ferromagnetism appears, and reaches
a plateau of h/e2 near a density of n = 2.37⇥ 1012cm�2. (D) Schematic band structure at full filling of a moiré unit cell (⌫ = 4) and ⌫ = 3.
The net Chern number Cnet 6= 0 at ⌫ = 3.

of ⌫ 2 (2.84, 3.68) (see Fig. S9).
Fig. 1D shows a schematic representation of the band struc-

ture at full filling (⌫ = 4) and at ⌫ = 3. In the absence
of interaction-driven order, the spin-degenerate bands in each
valley have total Chern number ±2 (Fig. 1D). The observed
QAH state occurs because the exchange energy is minimized
when an excess valley- and spin-polarized Chern band[19, 20]
is occupied, spontaneously breaking time-reversal symmetry.
Magnetic order in two dimensions requires anisotropy. In
graphene, the vanishingly small spin orbit coupling provides
negligible anisotropy for the spin system. It is thus likely
that the observed magnetism is orbital, with strong, easy-
axis anisotropy arising from the two dimensional nature of the
graphene bands[19, 20, 27, 28, 33].

The phenomenology of ⌫ = 3 filling is nonuniversal across
devices: some samples are metallic[24, 25], some[27, 34]
show a robust, thermally activated trivial insulator while oth-
ers show an anomalous Hall effect[28]. This is consistent with
theoretical expectation[33] that the phase diagram at integer ⌫

is highly sensitive to model details which, in our experiment,
may be controlled by sample strain[35] and alignment to an
hBN encapsulant layer that breaks the C2 rotation symmetry
of tBLG[19, 20]. The prior report of magnetic hysteresis at
⌫ = 3 was indeed associated with close alignment of one of
the two hBN encapsulant layers[28], a feature shared by our
device[30]. Additional features of the transport phenomenol-
ogy presented here further suggest that the single particle band
structure of the device is significantly modified relative to un-
aligned tBLG devices, and suggest that hBN aligned samples
constitute a different class of tBLG devices with distinct phe-
nomenology. First, our device shows only a weakly resistive
feature at ⌫ = 2, but a robust thermally activated insulator
at charge neutrality. Remarkably, this ⌫ = 0 insulator has a
larger activation gap than even the states at ⌫ = ±4, which
are much smaller than typical[30]. Second, the quantum os-
cillations are highly anomalous, with hole-like quantum os-
cillations originating at ⌫ = 2, again in contrast to all prior
reports[24–27]. While no detailed theory for these observa-
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The net Chern number Cnet 6= 0 at ⌫ = 3.

of ⌫ 2 (2.84, 3.68) (see Fig. S9).
Fig. 1D shows a schematic representation of the band struc-

ture at full filling (⌫ = 4) and at ⌫ = 3. In the absence
of interaction-driven order, the spin-degenerate bands in each
valley have total Chern number ±2 (Fig. 1D). The observed
QAH state occurs because the exchange energy is minimized
when an excess valley- and spin-polarized Chern band[19, 20]
is occupied, spontaneously breaking time-reversal symmetry.
Magnetic order in two dimensions requires anisotropy. In
graphene, the vanishingly small spin orbit coupling provides
negligible anisotropy for the spin system. It is thus likely
that the observed magnetism is orbital, with strong, easy-
axis anisotropy arising from the two dimensional nature of the
graphene bands[19, 20, 27, 28, 33].

The phenomenology of ⌫ = 3 filling is nonuniversal across
devices: some samples are metallic[24, 25], some[27, 34]
show a robust, thermally activated trivial insulator while oth-
ers show an anomalous Hall effect[28]. This is consistent with
theoretical expectation[33] that the phase diagram at integer ⌫

is highly sensitive to model details which, in our experiment,
may be controlled by sample strain[35] and alignment to an
hBN encapsulant layer that breaks the C2 rotation symmetry
of tBLG[19, 20]. The prior report of magnetic hysteresis at
⌫ = 3 was indeed associated with close alignment of one of
the two hBN encapsulant layers[28], a feature shared by our
device[30]. Additional features of the transport phenomenol-
ogy presented here further suggest that the single particle band
structure of the device is significantly modified relative to un-
aligned tBLG devices, and suggest that hBN aligned samples
constitute a different class of tBLG devices with distinct phe-
nomenology. First, our device shows only a weakly resistive
feature at ⌫ = 2, but a robust thermally activated insulator
at charge neutrality. Remarkably, this ⌫ = 0 insulator has a
larger activation gap than even the states at ⌫ = ±4, which
are much smaller than typical[30]. Second, the quantum os-
cillations are highly anomalous, with hole-like quantum os-
cillations originating at ⌫ = 2, again in contrast to all prior
reports[24–27]. While no detailed theory for these observa-

Ref: Serlin Science ’20; Jaoui Nat Phys ‘22

Quantum Anomalous Hall effect Strange metal
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… but bands are not very flat

 
 
Figure 4 | Flat band and hybridization gaps. a Dispersion plots taken on the grid of vertical lines 
indicated in b. Green and red dots in b mark the K1,2 points of the twisted graphene layers. c-e 
Comparison of individual cuts with calculations of the spectral weight distribution. The latter use a 
Lorentzian broadening of 10 meV. The flat band and multiple hybridization gaps are marked by red 
and black arrows, respectively. 
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Ref: Rademaker PRB ’18; Rademaker PRB ‘19; Lisi, Rademaker Nat Phys ’20; Choi Nat Phys ‘21 

Figure 1 | Filling-dependent band structure deformation of TBG at twist angle ✓ = 1.32°.
a, Device schematics and a TBG surface topography. TBG is placed on a monolayer WSe2, thin
hBN layer and graphite back gate. A bias voltage VBias is applied through a graphite contact
placed on top. Blue and yellow circles respectively indicate AA- and AB/BA-stacked regions in
the TBG moiré pattern (tunneling set point parameters: VBias = 100 mV, I = 20 pA). b, Point
spectroscopy at B = 0 T near the CNP taken at an AA and an AB site; AA sites show large LDOS
peaks corresponding to VHSs. c, Tunneling conductance (dI/dV) spectroscopy on an AB site as
a function of VGate at a magnetic field of B = 7 T (T = 2 K) showing the evolution of LLs with
electrostatic doping. The LLs originating from � and  pockets (�LLs and LLs) of the flat bands
as well LLs from remote bands (rLLs) are identified. The energy separation between different LLs,
as marked by black lines, changes with VGate. See SI, section 2, for conversion between VGate and
⌫. d, Linecuts of data in (c) at VGate = 4 V, 1 V, -5 V further illustrate the LL spectrum and its
change with electrostatic doping. e, Calculated TBG band structure with Hartree corrections for
✓ = 1.32° and B = 0 T. Electron doping flattens the conduction band while hole doping flattens
the valence band. f, Calculated density of states with Hartree corrections as a function of filling for
B = 7 T (see SI, sections 4 and 5). g, Measured energy separation between �LL0 and �LL1 as a
function of filling factor showing conductance (valence) band flattening for electron (hole) doping.

11
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… and correlated insulators are ferromagnets

Ref: Saito, Rademaker Nat Phys ‘21
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Monolayer transition metal dichalcogenides (TMDs)
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Wigner-Mott insulators

216 | Nature | Vol 587 | 12 November 2020

Article

bands in the sensor and will not be focused on here. The emergence of 
the enhanced 2s exciton indicates reduced screening and opening of a 
charge gap in the sample. The strongest 2s exciton is observed around 
0 V when the sample is charge neutral. The bandgap of the superlattice 
is by far the largest energy gap in the system. The next few fillings in 
descending order of the 2s exciton strength are |v| = 1, |v| = 2, |v| = 1/3 
and |v| = 2/3. These states have been recently reported in hole-doped 
WSe2/WS2 moiré superlattices with the same energy ordering6,7. They 
correspond to a Mott insulator (v = 1), moiré band insulator (v = 2) 
and generalized Wigner crystals (v = 1/3 and v = 2/3). Our result shows 
that these strong insulating states occur on both electron-filled and 
hole-filled superlattices, and there are many weaker insulating states, 
particularly, at fractional fillings.

We refine the gate voltage–filling factor conversion by using the 
established insulating states as landmarks and assuming a linear 
dependence for the electron and hole side independently (Extended 
Data Fig. 2). The two conversion factors are practically identical. The 
filling factor of the remaining insulating states is determined from the 
measured Vg as the closest rational number with a small denominator 
(Methods). We plot the 2s exciton resonance energy for all observed 
insulating states with v ≠ 0 in Fig. 2b. These states have been observed 
at different locations of the device, and the majority of them also in a 
different device (Extended Data Figs. 3, 4).

Energy ordering and critical temperature
We determine the energy of each insulating state more quantitatively 
by performing a temperature-dependence study (Fig. 3a). On heating, 
the insulating states disappear one by one following a sequence that 
is largely consistent with the ordering inferred from the 2s resonance 
energy. We track the monotonic decrease of the 2s spectral weight 
with temperature (see an example in Extended Data Fig. 5). For each 
state, we estimate the critical temperature TC from the value at which 
the spectral weight drops to about 10% of its maximum. Figure 3b–f 
illustrates several examples with v = 1/2, v = 2/5, v = 1/3, v = 1/4, v = 1/7 
and their conjugate states at 1 − v with the occupied and empty sites 
switched. The behaviour of the 1 − v state is nearly identical to that of 
the v state. Figure 2c summarizes TC for all states. The observed 70 K for 
v = −2 and 150 K for v = −1 are in good agreement with earlier electrical 
transport measurements6 (see Extended Data Fig. 8 for dependence in 
the high-temperature range). Here TC characterizes the bandgap size for 
the single-particle moiré band insulator (|v| = 2) and the thermodynamic 
phase transition temperature for the other states. Similar analysis can 
be performed using the 2s resonance energy, but it is less sensitive to 
temperature than the spectral weight.

The ordering of the TC values of the insulating states (Fig. 2c) is fully 
consistent with the ordering of the 2s resonance energies (Fig. 2b).  
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Fig. 2 | An abundance of insulating states and their energy ordering in a 
WSe2/WS2 moiré heterostructure. a, Detail of Fig. 1f focusing on the 2s 
exciton in the sensor. An abundance of insulating states is revealed by 
blueshifts of the 2s exciton resonance, accompanied by an enhancement in the 
spectral weight. The top axis shows the proposed filling factor for the 
insulating states. b, c, The 2s exciton resonance energy (b) and the critical 

temperature TC (c) for all of the observed insulating states. A uniform width of 
about 0.05 is chosen for all of the states for clarity. It is comparable to the 
average FWHM of the states. The vertical error bars in c are standard deviations 
estimated from Fig. 3. For |v| < 1, the fractional-filling states are symmetric 
about |v| = 1/2 (marked in red); the energy (TC) of these states is approximately 
symmetric about |v| = 1/2, particularly, on the electron side.

Ref: Xu Nature ‘20

Moiré material from aligned WS2/WSe2 “heterobilayers”
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Overview: exotic moiré physics with TMDs
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Natural Strong Correlations
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Tuneability

Twisted TMD
bilayer

Twisted Bilayer 
GrapheneTuning twist angle

Tuning chemical potential = electron density using gates

More knobs: lattice mismatch, pressure, screening, …
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How to observe flat bands?
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In the non relativistic limit, the light matter interaction can be
treated as

Hint =
N∑

i=1

[
e
m

A(ri) · p̂i + e2

2m
A2(ri) + e!

2m
!̂i · ∇ × A(ri)

− e2!
(2mc)2 !̂i ·

∂Ai(ri)
∂t

× A(ri)

]
, (2)

where p̂i is the momentum operator and ri the position of electron
i. The !̂i are the Pauli spin matrices. Neglecting the spin dependent
parts and the terms quadratic in the vector potential A, we  remain
with

Hint ∼ e
m

N∑

i=1

A(ri) · p̂i = e
mc

N∑

i=1

eikh" · ri " · p̂i

= −i
!e
mc

N∑

i=1

eikh" · ri " · ∇i, (3)

where " is the polarization vector (assumed to be constant in space)
and kh" is the momentum vector of the incoming light. In second
quantization, this Hamiltonian can be expressed as

Hint =
∑

kf ,k

Mkf kĉ†kf
ĉk, (4)

where ĉk annihilates an electron in Bloch state |# $k〉 with momen-
tum k and band index $ and ĉ†kf

creates a photoelectron |#$f kf
〉

with momentum kf and band index $f. The matrix element Mkf k is
defined as

Mkf k = −i
!e
mc

〈#$f kf
|eikh" · r" · ∇|#$k〉. (5)

Within the “sudden approximation”, we can assume the ion-
ization process to be very rapid and the emitted photoelectron to
be decoupled from the N − 1 electrons remaining in the solid. The
final state thus factorizes into the (N − 1) electron state |# N−1

f 〉 with

energy EN−1
f and the photoelectron state |#$f kf

〉 with kinetic energy
Ekin:

|# N
f 〉∼Â(|#$f kf

〉 ⊗ |# N−1
f 〉) = ĉ†kf

|# N−1
f 〉. (6)

The operator Â assures the proper anti-symmetrization of the
associated N electron wave functions. Eq. (1) can so be rewritten as

wfi = 2%
! |〈# N−1

f |ĉkf

∑

k′
f ,k

Mk′
f kĉ†

k′
f
ĉk|# N

i 〉|
2
ı(EN−1

f + Ekin − EN
i − h")

= 2%
! |
∑

k

Mkf k〈# N−1
f |ĉk|# N

i 〉|
2
ı(EN−1

f + Ekin − EN
i − h"), (7)

where the sum
∑

k runs over the entire first Brillouin zone. Neglect-
ing interference effects, i.e. assuming there is only one channel
ĉk connecting the initial state |# N

i 〉 with the (N − 1) electron state
|# N−1

f 〉, we can approximate

wfi = 2%
!
∑

k

∣∣Mkf k

∣∣2
∣∣∣〈# N−1

f |ĉk|# N
i 〉
∣∣∣
2
ı(EN−1

f + Ekin − EN
i − h")

︸ ︷︷  ︸∑

f

⇒A−(k,ω)

. (8)

Summing the curly bracket over all possible (N − 1) electron
eigenstates |# N−1

f 〉, we identify the one-electron removal spectral
function

A−(k, ω) =
∑

f

|〈# N−1
f |ĉk|# N

i 〉|2ı(ω − EN−1
f + EN

i ), (9)

which contains the many body effects of the system and is not
further discussed in this work.1

The one-electron matrix element Mkf k depends largely on
extrinsic factors like the photon momentum kh", the polarization
" and the photoelectron final state |#$f kf

〉 and is the main focus of
this tutorial.

3. The one-electron matrix element

While Siegbahn established electron spectroscopy for chem-
ical analysis (ESCA) as a routine experimental technique [5,44],
first theoretical efforts to calculate the photoemission cross sec-
tion quantitatively were on the way. Historically, the three-step
model by Berglund and Spicer [45] was one of the first approaches –
dividing the photoemission process into three steps: photoelectron
excitation; photoelectron transport to the surface; and photoelec-
tron escape into the vacuum. Relativistic- and many body effects
were completely neglected and both the initial- and the final states
were treated – similarly as in this work – as stationary single-
particle Bloch states of the infinite crystal. Later in the 1970s,
authors such as Mahan [46], Schaich and Ashcroft [47], Gadzuk
[48–50] and Grobman [51] studied the photoemission cross section
of adsorbate systems, and developed sophisticated but somewhat
complicated many body models. Feder et al. [52–54], Liebsch and
Plummer [55–57] and Spanjaard et al. [58] further accounted for
self-energy corrections in the final state, and for multiple scattering
effects of the outgoing photoelectron in the semi-infinite crystal.
This work was complemented by Hopkinson and Pendry [59,60]
who implemented self energy corrections both for the initial and
the final state in a one-step approach. Due to the photoelectron’s
spin as an additional source of information, relativistic effects were
later taken into account by Borstel et al. [61–63], and integrated into
a relativistic one-step theory by Thörner and Borstel [64] and Braun
et al. [65] in the 1980s, which has been continuously developed
further (for reviews see Refs. [6,66–70]).

Although modern many body one-step approaches are without
doubt superior to simplistic one electron models, the numeri-
cal effort behind is cumbersome and the results obtained can be
beyond one’s physical intuition. Thus, more simplistic but still
powerful toy models were desired to capture the essence of the
photoemission cross section from simple principles. In this spirit,
authors such as Gobeli et al. [71], Hermanson [72], Anderson et al.
[73] and Borstel et al. [74] developed selection rules for analyz-
ing photoemission data based on symmetry arguments. Goldberg
et al. [75] calculated the orbital cross-sections of oriented atoms
to explain the photoemission intensity variations obtained from
solids, and Nemšák et al. [76] incorporated these results into an
interactive open access program [77].

Based on such simple models, Ueno et al. [78,79] determined
the orientation of adsorbed molecules from ARPES intensity vari-
ations. More recently, the wave function properties of quantum
well states [80] and adsorbed organic molecules [26,27,81,82] were
studied. And in some cases, even the real space electronic wave

1 For an introductory discussion on the spectral function see for example Chuang
[34], Damascelli et al. [35,36], Hengsberger et al. [37], Hüfner [38,39], Lanzara et al.
[40], LaShell et al. [41], Mahan [42], Rotenberg and Kevan [12,43], Shi et al. [13], and
Valla et al. [9,33].

Arpes intensity is given by

Overlap between Bloch states and plane waves

(bandstructure)

Ref: Moser JESRP ‘17
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Continuum flat band model

Ref: Gatti, Rademaker tbp ‘22

WSe2 bilayer Moiré
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ARPES results on 57.4° tWSe2

Ref: Gatti, Rademaker tbp ‘22
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Fitting the data

Ref: Gatti, Rademaker tbp ‘22

V0

q = 57.4° (aka 2.6°)
V0 = 40 – 60 meV
f = 120◦
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Gamma vs K

ΚΓ

Ref: Gatti, Rademaker tbp ‘22

K states higher in energy but have no moiré flat bands?
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More exotic moiré physics with TMDs
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Heterobilayers

Moiré pattern without a twist:

Ref: Rademaker PRB ‘21
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bands in the sensor and will not be focused on here. The emergence of 
the enhanced 2s exciton indicates reduced screening and opening of a 
charge gap in the sample. The strongest 2s exciton is observed around 
0 V when the sample is charge neutral. The bandgap of the superlattice 
is by far the largest energy gap in the system. The next few fillings in 
descending order of the 2s exciton strength are |v| = 1, |v| = 2, |v| = 1/3 
and |v| = 2/3. These states have been recently reported in hole-doped 
WSe2/WS2 moiré superlattices with the same energy ordering6,7. They 
correspond to a Mott insulator (v = 1), moiré band insulator (v = 2) 
and generalized Wigner crystals (v = 1/3 and v = 2/3). Our result shows 
that these strong insulating states occur on both electron-filled and 
hole-filled superlattices, and there are many weaker insulating states, 
particularly, at fractional fillings.

We refine the gate voltage–filling factor conversion by using the 
established insulating states as landmarks and assuming a linear 
dependence for the electron and hole side independently (Extended 
Data Fig. 2). The two conversion factors are practically identical. The 
filling factor of the remaining insulating states is determined from the 
measured Vg as the closest rational number with a small denominator 
(Methods). We plot the 2s exciton resonance energy for all observed 
insulating states with v ≠ 0 in Fig. 2b. These states have been observed 
at different locations of the device, and the majority of them also in a 
different device (Extended Data Figs. 3, 4).

Energy ordering and critical temperature
We determine the energy of each insulating state more quantitatively 
by performing a temperature-dependence study (Fig. 3a). On heating, 
the insulating states disappear one by one following a sequence that 
is largely consistent with the ordering inferred from the 2s resonance 
energy. We track the monotonic decrease of the 2s spectral weight 
with temperature (see an example in Extended Data Fig. 5). For each 
state, we estimate the critical temperature TC from the value at which 
the spectral weight drops to about 10% of its maximum. Figure 3b–f 
illustrates several examples with v = 1/2, v = 2/5, v = 1/3, v = 1/4, v = 1/7 
and their conjugate states at 1 − v with the occupied and empty sites 
switched. The behaviour of the 1 − v state is nearly identical to that of 
the v state. Figure 2c summarizes TC for all states. The observed 70 K for 
v = −2 and 150 K for v = −1 are in good agreement with earlier electrical 
transport measurements6 (see Extended Data Fig. 8 for dependence in 
the high-temperature range). Here TC characterizes the bandgap size for 
the single-particle moiré band insulator (|v| = 2) and the thermodynamic 
phase transition temperature for the other states. Similar analysis can 
be performed using the 2s resonance energy, but it is less sensitive to 
temperature than the spectral weight.

The ordering of the TC values of the insulating states (Fig. 2c) is fully 
consistent with the ordering of the 2s resonance energies (Fig. 2b).  

–10 –5 0 5 10
1.82

1.83

1.84

1.85

1.86

1.87

1.88

Vg (V)

En
er

gy
 (e

V)

–3.0

–1.7

–0.34

1.0

1.8

–2.0 –1.5 –1.0 –0.5 0 0.5 1.0 1.5 2.0
0

20

40

60

80

T C
 (K

)

~150 K~150 K

–1–2 2

–2.0 –1.5 –1.0 –0.5 0 0.5 1.0 1.5 2.0

1.835

1.840

1.845

2s
 e

ne
rg

y 
(e

V)

Filling factor, Q

b

1– 4
3

–2 2a

c

T = 1.6 K

–1
1

–2

2

1

ΔR
/R

0 
(×

10
–2

)

– –1 – 3
4
–

– 2
3
– – 1

2
– – 1

3
–

– 3
5
– – 2

5
– – 1

4
– 1

4
–1

7
–

1
3
–

2
5
–

1
2
– 2

3
–

3
5
– 3

4
– 6

7
– 4

3
– 3

2
– 5

3
–

– 4
3
–

– 3
4
–

– 2
3
–

– 3
5
– – 2

5
–

– 1
3
–

– 1
4
–– 1

2
– 1

7
–

1
4
–

1
3
–

2
5
–

1
2
–

3
5
–

2
3
–

3
4
–

6
7
–

4
3
–

3
2
– 5

3
–

Filling factor, Q

– 4
3
– – 3

4
–

– 2
3
–

– 3
5
– – 2

5
–

– 1
2
–

– 1
3
–

– 1
4
–

1
7
–

1
4
–

1
3
–

2
5
–

1
2
–

3
5
–

2
3
– 3

4
–

6
7
– 4

3
–

3
2
–

5
3
–

Fig. 2 | An abundance of insulating states and their energy ordering in a 
WSe2/WS2 moiré heterostructure. a, Detail of Fig. 1f focusing on the 2s 
exciton in the sensor. An abundance of insulating states is revealed by 
blueshifts of the 2s exciton resonance, accompanied by an enhancement in the 
spectral weight. The top axis shows the proposed filling factor for the 
insulating states. b, c, The 2s exciton resonance energy (b) and the critical 

temperature TC (c) for all of the observed insulating states. A uniform width of 
about 0.05 is chosen for all of the states for clarity. It is comparable to the 
average FWHM of the states. The vertical error bars in c are standard deviations 
estimated from Fig. 3. For |v| < 1, the fractional-filling states are symmetric 
about |v| = 1/2 (marked in red); the energy (TC) of these states is approximately 
symmetric about |v| = 1/2, particularly, on the electron side.
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Doping the Wigner-Mott insulator
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Amorphous configurations

Ref: Tsang, …, Rademaker tpb ’22; Mahmoudian, Rademaker PRL ‘16

the strength V ¼ e2=ϵa of the Coulomb potential, with
typical values ϵ ≈ 3 for the dielectric constant and
a ∼ 5 Å for the lattice constant, yields V ∼ 1 eV and
0.01 V ≈ 100 K. This estimate shows that these configu-
rations are within the thermally accessible range, so that
they should participate in the classical fluctuations of the
electronic system.
The reason behind such a low energy scale is that energy

differences only depend on the interaction between distant
neighbors (as pointed out above, nearest neighbor inter-
action terms are the same by construction for all the
configurations in the manifold); the longer the length scale
jRi − Rjj, the more the considered charge configurations
will look uniform, and the interaction energy will even-
tually average out to very comparable values. The barriers
between these states are, however, much larger. They are
actually of order V, because going from one configuration
to the other necessarily involves local rearrangements of the
charge. As we proceed to show, such a large local energy
scale, contrasted to the much smaller global energy scale
corresponding to long-range rearrangements, causes the
system to get easily “stuck” in one of these states, which
therefore become metastable.
Glassy behavior.—To illustrate the dynamic slowing

down in the correlated liquid above the freezing transition,
reflecting the emergence of many metastable states, we
examine our system at finite temperature through classical
Monte Carlo simulations. We use the METROPOLIS algo-
rithm with local (nearest neighbor) updates [3] to mimic
real-time dynamics of hopping electrons, since in the
organic materials the electrons have exponentially sup-
pressed beyond-nearest neighbor hopping. The long-range
nature of the interaction is taken into account using Ewald
summation [23], with lattice sizes L ¼ 12; 24; 36, and 48.
Note that L ¼ 48 corresponds to L2=2 ¼ 1152 electrons.
Starting from zero temperature with the linear stripe

ordered phase, we find that for the pristine Coulomb
potential (x ¼ 1), the stripe order remains stable up to
the temperature Tc ∼ 0.038 V, where the system undergoes
a first-order transition to an (isotropic) fluid phase with
significant short-range order. A detailed characterization of
the first-order stripe-melting transition is beyond the scope
of this work. We shall here focus our full attention to
understanding the structure and the dynamics of the
correlated fluid phase above the melting transition.
A typical fluid configuration is shown in Fig. 2(c), where

we observe finite-size striped domains with random orien-
tations (linear stripes are sixfold degenerate, corresponding
to three orientations and two sublattice origins). To quantify
the observed short-range order, we computed the structure
factor within the correlated fluid phase, defined as the
thermally averaged density-density correlation function
SðkÞ ¼ hnkn−ki. Typical results obtained at T ¼ 0.04 V,
just above the melting transition, are displayed in Fig. 2. For
these results, we equilibrated 1000 independent simulations,

with 50 000 measurement sweeps per simulation. A sharp
peak is found at the M points, signalling the existence of
local stripe order, corresponding to the linear stripes of
Fig. 2(a). Remarkably, this peak coexists with a broader
feature at the K points, reminiscent of the classical three
sublattice configurations which are precursor to the pinball
liquid phase. Note that the relative weight of these two
features is directly controlled by the long range strength x, as
shown in Fig. 2(b). A diffuse background is also visible
along the whole Brillouin zone edge, indicative of a
correlation hole around each electron. The coexistence of
two competing ordering wave vectors and the emergence
of diffuse lines in the structure factor is a distinctive feature
of θ −MM0 salts that is naturally captured when long range
interactions are included.
To further characterize the role of striped correlations in

the fluid phase, we turn our attention to the dynamics and set
out to describe the dynamic relaxation processes, closely
following the approaches previously used to investigate
(disordered) Coulomb glasses [3]. Our runs were 5 × 105

Monte Carlo sweeps long, where one sweep constitutes L2

update attempts. Physical quantities were monitored as a
function of time (measured in number of sweeps) for each
sample and the results were averaged over between 500 and
1000 initial random configurations.
We computed the local autocorrelation function

Cðtþ tw; twÞ ¼
2

N

X

i

hδniðtþ twÞδniðtwÞi; ð3Þ

where tw is the waiting time measured in Monte Carlo
sweeps. Following Ref. [3], we first quickly “quench” (cool
down) the system from a random initial configuration to the
desired temperature T, and then allow the system to relax

K M

S
k

a.
u.

x = 1

x = 0.8

(a) (b)

(c)

FIG. 2 (color online). (a) Structure factor CðkÞ of the frustrated
Coulomb liquid obtained for a L ¼ 36 lattice size and averaged
over 1000 independent equilibrated Monte Carlo runs at T ¼
0.04 V above the melting transition. Clearly defined diffuse
Bragg peaks are observed at the (linear) stripe order wave vector
M ¼ ½ð2π=

ffiffiffi
3

p
Þ; 0& and symmetry equivalent points. (b) Same,

plotted along the high-symmetry lines of the Brillouin zone
drawn in panel (a) (arb. units). (c) A snapshot illustrating a typical
“stripe liquid” configuration.
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Conducting amorphous state: Electron slush

Ref: Tsang, …, Rademaker tpb ‘22
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Overview: exotic Moiré physics with TMDs
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Spin degrees of freedom

3
Fermionic models of correlated bilayers

Many properties of an exciton condensate can be deduced by considering the phenomen-
ological Ginzburg-Landau free energy. However, to find specific susceptibilities that match
experiments we need a microscopic model, starting with the basic constituents of a correlated
bilayer: electrons, holes, and their interactions.

We introduce the fermionic Hubbard model, a remarkably elegant model that still
torments many theoretical physicists. Within the mean field theory picture it is easy to
discover exciton condensation, as demonstrated in section 3.2. However, the cuprate family
that we study has strong interactions and mean-field theory is at best uncontrolled, and at
worst completely wrong. We therefore perform a numerical study using the Determinant
Quantum Monte Carlo approach, with limitations rooted in the fermion sign problem.

U

t

Figure 3.1: In the tight bind-
ing approximation the elec-
tron states are given by orbit-
als on an ionic lattice. The
dynamics of the electrons is
described by the Hubbard
model, with hopping t and
an onsite repulsion U.

3.1 The Hubbard model and its problems
A good introduction into the
Hubbard model can be found
in Zaanen, 1996 and Imada
et al., 1998.

Many metals and alloys such as the cuprates are crystalline solids,
for which most electronic properties can be derived using the
tight-binding approximation. There one assumes that the electron
wavefunctions are still atomic orbitals and electrons can ‘hop’ from

U
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FIG. 1. (Color online) The triangular lattice with the classical
120 degree coplanar ordered state. This configuration is used as a
reference state; see Eq. (4).

that the ground state of Eq. (1) is not ordered, but instead a
resonating valence bond “spin liquid” state [17]. Contradicting
numerical results (for example Ref. [18] versus Ref. [6]) keep
this an open problem, but for the present purpose we assume
that the model does exhibit symmetry breaking. To avoid the
subtleties associated with a possible spin liquid phase, one
can stabilize the 120-degree ordered state by adding a small
ferromagnetic coupling between spins on the same sublattice.

Similarly, coplanar order can be found in Kagomé antifer-
romagnets.

B. Tower of states

On any finite-size system, however, the ground state of the
triangular antiferromagnet has not broken the spin rotation
symmetry. After all, the total spin !S =

∑
i
!Si commutes with

the Hamiltonian and thus the ground state is an eigenstate of
total spin too. It turns out the ground state is given by the
symmetric singlet (S = 0) state [19].

Insights into this singlet ground state and its low energy
excitations can be gained from separating the Heisenberg
Hamiltonian into a spin-wave part and terms that depend
on the total spin on each sublattice [1–6]. To separate the
short-wavelength from long-wavelength physics, we perform
a Fourier transform !Si = 1√

N

∑
k eikri !Sk ,

H = 1
2
J

∑

k

γk !Sk · !S−k , (4)

where γk is a geometric factor associated with the lattice:
γk =

∑
δ eikδ where δ are the six neighbors on the triangular

lattice as defined in Eq. (3). At the momenta k = (0,0),
k = K = (2π,2π/

√
3), and k = −K the geometric factor |γk|

reaches the maximum value of 1 which prevents a spin-wave
treatment at these momentum points. Isolating this part of the
Hamiltonian,

H0 = 3J
(!S2

k=0 − !SK · !S−K
)
, (5)

and expressing it in terms of the total spin !S =
∑

i
!Si and the

spin on each of the sublattices, !SA =
∑

i∈A
!Si , etc., we uncover

the triangular equivalent of the Lieb-Mattis [20] Hamiltonian,

H0 = 18J

N
(!SA · !SB + !SB · !SC + !SA · !SC)

= 9J

N

(!S2 − !S2
A − !S2

B − !S2
C

)
. (6)

This Hamiltonian can be solved exactly [5,6]. Its ground state
is such that the spin on each sublattice is maximal and equal to
σN/3 where N is the total number of sites of the system, and
the total spin of the system is zero: the aforementioned singlet
state. The excited states have a higher value of the total spin,

E = 9J

N
S(S + 1) + E0. (7)

These states are referred to as the “tower of states” or the
“thin spectrum” [1–6]. The lowest energy excitation is to the
total triplet state, with energy O(1/N ) above the ground state.
The eigenstates with energy Eq. (7) are (2S + 1)2 degenerate,
since the states consist of combinations of the three sublattice
spins [5,6].

In the thermodynamic limit, the tower of states becomes
degenerate with the singlet ground state, and the symmetry
broken state can be formed as a superposition of the tower
states.

The remaining part of the Heisenberg Hamiltonian contains
short-wavelength physics at momenta k %= 0,K. It contains
linearly dispersing spin waves following Goldstone’s theorem.
Since ω = c|k| for small but nonzero momenta, and the lowest
possible momentum on a finite N = L × L size system is
kmin = 2π

L
, the lowest state with an excited Goldstone mode

in d = 2 has an energy O(1/
√

N ) above the ground state.
Therefore the tower states are energetically separated from the
spin-wave states.

This separation allows for numerical detection of the tower
of states, which was done by Bernu et al. [6] for lattices up
to 36 sites big. They indeed found that the low energy states
displayed the structure of Eq. (6), thus enabling one to see
the precursor states of spontaneous symmetry breaking in a
finite-size system.

C. Nonlinear sigma model

The Heisenberg antiferromagnet is amenable to a semi-
classical treatment, in which the Hamiltonian is mapped onto
the action of the so-called nonlinear sigma model using spin
coherent states. An introduction to this mapping for square
lattice antiferromagnets is given in Refs. [21,22].

For the triangular antiferromagnet, the mapping has been
first derived by Dombre and Read [23]. Let us quickly
summarize their result. The spins on each site are parametrized
by coherent states | !N〉, with the property that they are
eigenstates of !Si with eigenvalue the vector !N . In imaginary
time, the action becomes

S = iσ

∫ β

0
dτ

∫ 1

0
du

∑

i

!Ni ·
(

∂Ni

∂u
× ∂Ni

∂τ

)

+ σ 2J

∫ β

0

∑

〈ij〉

!Ni · !Nj . (8)

For the anticipated 120-degree coplanar order, we parametrize
these vectors as

!Ni(τ ) = R̂i(τ )(!ni + a !Li(τ ))
√

1 + 2a !Li(τ ) · !ni + a2 !L2
i (τ )

, (9)
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Spin liquids

In general, spin liquids:
• No magnetic order
• High degree of entanglement
• Fractionalization of excitations
• Require frustration
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order and/or freezing is observed, by using NMR spectroscopy, at T < 1 K 
(ref. 56). More over, recent experiments show that this compound has a 
complex series of low-temperature phases in an applied magnetic field56. 
Given the exceptionally high purity of Cu3V2O7(OH)2•2H2O, an expla-
nation of its phase diagram should be a clear theoretical goal. 

Theoretical interpretations
I now turn to the theoretical evidence for QSLs in these systems and 
how the experiments can be reconciled with theory. Theorists have 
attempted to construct microscopic models for these materials (Box 2) 
and to determine whether they support QSL ground states. In the case 
of the organic compounds, these are Hubbard models, which account 
for significant charge fluctuations. For the kagomé materials, a Heisen-
berg model description is probably ap propriate. There is general theo-
retical agreement that the Hubbard model for a triangular lattice has 
a QSL ground state for intermediate-strength Hubbard repulsion near 
the Mott transition57–59. On the kagomé lattice, the Heisenberg model 
is expected to have a non-magnetic ground state as a result of frus-
tration60. Recently, there has been growing theoretical support for the 
conjecture that the ground state is, however, not a QSL but a VBS with 
a large, 36-site, unit cell61,62. However, all approaches indicate that many 
competing states exist, and these states have extremely small energy dif-
ferences from this VBS state. Thus, the ‘real’ ground state in the kagomé 
materials is proba bly strongly perturbed by spin–orbit coupling, dis-
order, further-neighbour interactions and so on63. A similar situation 
applies to the hyperkagomé lattice of Na4Ir3O8 (ref. 64).

These models are difficult to connect directly, and in detail, to 
experi ments, which mainly measure low-energy properties at low tem-
peratures. Instead, attempts to reconcile theory and experiment in detail 
have re lied on more phenomenological low-energy effective theories 
of QSLs. Such effective theories are similar in spirit to the Fermi liquid 
theory of interacting metals: they propose that the ground state has a 
certain structure and a set of elementary excitations that are consistent 
with this structure. In contrast to the Fermi liquid case, however, the 
elementary excitations consist of spinons and other exotic par ticles, 
which are coupled by gauge fields. A theory of this type — that is, pro-
posing a ‘spinon Fermi surface’ coupled to a U(1) gauge field — has 
had some success in explaining data from experiments on κ-(BEDT-
TTF)2Cu2(CN)3 (refs 65, 66). Related theories have been proposed for 
ZnCu3(OH)6Cl2 (ref. 67) and Na4Ir3O8 (ref. 68). However, comparisons 

for these materials are much more limited. In all cases, the comparison 
of theory with experiment has, so far, been indirect. I return to this 
problem in the subsection ‘The smoking gun for QSLs’.

Unexpected findings
In the course of a search as difficult as the one for QSLs, it is natural for 
there to be false starts. In several cases, researchers uncovered other 
interesting physical phenomena in quantum magnetism.

Dimensional reduction in Cs2CuCl4
Cs2CuCl4 is a spin-½ antiferromagnet on a moderately anisotropic 
trian gular lattice69,70. It shows only intermediate frustration, with f ≈ 8, 
ordering into a spiral Néel state at TN = 0.6 K. However, neutron-scat-
tering results for this compound reported by Coldea and colleagues 
suggested that exotic physical phenomena were occurring69,70. These 
experiments measure the type of excitation that is created when a neu-
tron interacts with a solid and flips an electron spin. In normal mag-
nets, this creates a magnon and, correspondingly, a sharp resonance is 
observed when the energy and momentum transfer of the neutron equal 
that of the magnon. In Cs2CuCl4, this resonance is extremely small. 
Instead, a broad scattering feature is mostly observed. The interpreta-
tion of this result is that the neutron’s spin flip creates a pair of spinons, 
which divide the neutron’s en ergy and momentum between them. The 
spinons were suggested to arise from an underlying 2D QSL state.

A nagging doubt with respect to this picture was the striking similar-
ity between some of the spectra in the experiment and those of a 1D 
spin chain, in which 1D spinons indeed exist71. In fact, in Cs2CuCl4 the 
exchange energy along one ‘chain’ direction is three times greater than 
along the diagonal bonds between chains (that is, Jʹ ≈ J/3 in Fig. 1a). 
Experimentally, however, the presence of substantial transverse disper-
sion (that is, dependence of the neutron peak on momentum perpendic-
ular to the chain axis in Cs2CuCl4), and the strong influence of interchain 
coupling on the magnetization curve, M(H), seemed to rule out a 1D 
origin, despite an early theoretical suggestion72.

In the past few years, it has become clear that discarding the idea of 
1D physics was premature73,74. It turns out that although the interchain 
coupling is substantial, and thus affects the M(H) curve significantly, 
the frustration markedly reduces interchain correlations in the ground 
state. As a result, the elementary excitations of the system are simi-
lar to those of 1D chains, with one important exception. Because the 

Figure 3 | Valence-bond states of frustrated antiferromagnets. In a VBS 
state (a), a specific pattern of entangled pairs of spins — the valence bonds 
— is formed. Entangled pairs are indicated by ovals that cover two points 
on the triangular lattice. By contrast, in a RVB state, the wavefunction is a 

superposition of many different pairings of spins. The valence bonds may 
be short range (b) or long range (c). Spins in longer-range valence bonds 
(the longer, the lighter the colour) are less tightly bound and are therefore 
more easily excited into a state with non-zero spin. 

204

NATURE|Vol 464|11 March 2010INSIGHT REVIEW

199-208 Insight - Balents NS.indd   204199-208 Insight - Balents NS.indd   204 3/3/10   11:35:153/3/10   11:35:15

© 20  Macmillan Publishers Limited. All rights reserved10

a

b

+ + …

+ …

c

1
�2

(                       +                       )

order and/or freezing is observed, by using NMR spectroscopy, at T < 1 K 
(ref. 56). More over, recent experiments show that this compound has a 
complex series of low-temperature phases in an applied magnetic field56. 
Given the exceptionally high purity of Cu3V2O7(OH)2•2H2O, an expla-
nation of its phase diagram should be a clear theoretical goal. 

Theoretical interpretations
I now turn to the theoretical evidence for QSLs in these systems and 
how the experiments can be reconciled with theory. Theorists have 
attempted to construct microscopic models for these materials (Box 2) 
and to determine whether they support QSL ground states. In the case 
of the organic compounds, these are Hubbard models, which account 
for significant charge fluctuations. For the kagomé materials, a Heisen-
berg model description is probably ap propriate. There is general theo-
retical agreement that the Hubbard model for a triangular lattice has 
a QSL ground state for intermediate-strength Hubbard repulsion near 
the Mott transition57–59. On the kagomé lattice, the Heisenberg model 
is expected to have a non-magnetic ground state as a result of frus-
tration60. Recently, there has been growing theoretical support for the 
conjecture that the ground state is, however, not a QSL but a VBS with 
a large, 36-site, unit cell61,62. However, all approaches indicate that many 
competing states exist, and these states have extremely small energy dif-
ferences from this VBS state. Thus, the ‘real’ ground state in the kagomé 
materials is proba bly strongly perturbed by spin–orbit coupling, dis-
order, further-neighbour interactions and so on63. A similar situation 
applies to the hyperkagomé lattice of Na4Ir3O8 (ref. 64).

These models are difficult to connect directly, and in detail, to 
experi ments, which mainly measure low-energy properties at low tem-
peratures. Instead, attempts to reconcile theory and experiment in detail 
have re lied on more phenomenological low-energy effective theories 
of QSLs. Such effective theories are similar in spirit to the Fermi liquid 
theory of interacting metals: they propose that the ground state has a 
certain structure and a set of elementary excitations that are consistent 
with this structure. In contrast to the Fermi liquid case, however, the 
elementary excitations consist of spinons and other exotic par ticles, 
which are coupled by gauge fields. A theory of this type — that is, pro-
posing a ‘spinon Fermi surface’ coupled to a U(1) gauge field — has 
had some success in explaining data from experiments on κ-(BEDT-
TTF)2Cu2(CN)3 (refs 65, 66). Related theories have been proposed for 
ZnCu3(OH)6Cl2 (ref. 67) and Na4Ir3O8 (ref. 68). However, comparisons 

for these materials are much more limited. In all cases, the comparison 
of theory with experiment has, so far, been indirect. I return to this 
problem in the subsection ‘The smoking gun for QSLs’.

Unexpected findings
In the course of a search as difficult as the one for QSLs, it is natural for 
there to be false starts. In several cases, researchers uncovered other 
interesting physical phenomena in quantum magnetism.

Dimensional reduction in Cs2CuCl4
Cs2CuCl4 is a spin-½ antiferromagnet on a moderately anisotropic 
trian gular lattice69,70. It shows only intermediate frustration, with f ≈ 8, 
ordering into a spiral Néel state at TN = 0.6 K. However, neutron-scat-
tering results for this compound reported by Coldea and colleagues 
suggested that exotic physical phenomena were occurring69,70. These 
experiments measure the type of excitation that is created when a neu-
tron interacts with a solid and flips an electron spin. In normal mag-
nets, this creates a magnon and, correspondingly, a sharp resonance is 
observed when the energy and momentum transfer of the neutron equal 
that of the magnon. In Cs2CuCl4, this resonance is extremely small. 
Instead, a broad scattering feature is mostly observed. The interpreta-
tion of this result is that the neutron’s spin flip creates a pair of spinons, 
which divide the neutron’s en ergy and momentum between them. The 
spinons were suggested to arise from an underlying 2D QSL state.

A nagging doubt with respect to this picture was the striking similar-
ity between some of the spectra in the experiment and those of a 1D 
spin chain, in which 1D spinons indeed exist71. In fact, in Cs2CuCl4 the 
exchange energy along one ‘chain’ direction is three times greater than 
along the diagonal bonds between chains (that is, Jʹ ≈ J/3 in Fig. 1a). 
Experimentally, however, the presence of substantial transverse disper-
sion (that is, dependence of the neutron peak on momentum perpendic-
ular to the chain axis in Cs2CuCl4), and the strong influence of interchain 
coupling on the magnetization curve, M(H), seemed to rule out a 1D 
origin, despite an early theoretical suggestion72.

In the past few years, it has become clear that discarding the idea of 
1D physics was premature73,74. It turns out that although the interchain 
coupling is substantial, and thus affects the M(H) curve significantly, 
the frustration markedly reduces interchain correlations in the ground 
state. As a result, the elementary excitations of the system are simi-
lar to those of 1D chains, with one important exception. Because the 

Figure 3 | Valence-bond states of frustrated antiferromagnets. In a VBS 
state (a), a specific pattern of entangled pairs of spins — the valence bonds 
— is formed. Entangled pairs are indicated by ovals that cover two points 
on the triangular lattice. By contrast, in a RVB state, the wavefunction is a 

superposition of many different pairings of spins. The valence bonds may 
be short range (b) or long range (c). Spins in longer-range valence bonds 
(the longer, the lighter the colour) are less tightly bound and are therefore 
more easily excited into a state with non-zero spin. 
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Resonating valence bond (RVB)
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Kagome lattice

Ref: Gong PRB ’15; Savary Rep Prog Phys ‘16

SHOU-SHU GONG, WEI ZHU, LEON BALENTS, AND D. N. SHENG PHYSICAL REVIEW B 91, 075112 (2015)

FIG. 1. (Color online) (a) Quantum phase diagram of the spin-
1/2 J1-J2-J3 kagome Heisenberg model for 0.0 ! J2 ! 0.25 and
0.0 ! J3 ! 0.5. The phases shown are a time-reversal invariant
quantum spin-liquid (QSL) phase, a coplanar magnetically ordered
q = (0,0) Néel phase, a time-reversal broken chiral spin-liquid (CSL)
phase, a noncoplanar magnetically and chiral ordered cuboc1 phase,
and a valence bond crystal (VBC) phase. The cuboc1 phase remains
stable for larger J3 beyond the range shown here (we have checked up
to J3 ! 1.0). The dashed region indicates the uncertainty in locating
the phase boundary between the QSL and q = (0,0) Néel phases. The
purple dashed line shows the line of classical degeneracy between the
q = (0,0) Néel and cuboc1 phases [63]. (b) The configurations of
spins (arrows indicate the direction of static moments) of the cuboc1
state on the kagome lattice. On each small triangle, the spins are
coplanar and sum to zero. In each hexagon, sets of three consecutive
spins are noncoplanar, as are the sets obtained by taking every second
spin around the hexagon. This breaks time-reversal symmetry in the
sense that the scalar spin chirality is nonzero and the wave function
is intrinsically complex.

J2 are large, roughly correlating with their classical positions.
These classical states surround three more quantum ones: the
two aforementioned QSL states and a third state tentatively
identified as a valence-bond crystal (VBC) state, which breaks
translational but not spin-rotation or TRS symmetry. The
relations between the spin-liquid states and the classical ones
will be discussed below. We do not focus on the VBC phase
here, but make a few remarks upon it in Sec. VI.

For this study, we use the DMRG with SU (2) spin rotational
symmetry [64] on cylinders by keeping a number of U (1)-
equivalent states M as large as Mmax = 26000. Two cylinder
geometries, denoted XC and YC, are used, such that for the XC
(YC) cylinder, one of the three bond orientations is along the
x (y) axis, as shown in Fig. 2. We abbreviate specific cylinders

by XC2Ly-Lx and YC2Ly-Lx , where Lx (Ly) is the number
of unit cells in the x (y) direction. In general, we obtain results
with DMRG truncation error less than 1 × 10−6 and 1 × 10−5

for the cylinders with Ly = 4 and 6, respectively.

II. q = (0,0) NÉEL PHASE IN THE J1- J2 KHM

We begin by studying the q = (0,0) Néel order in the small
J2 region with J3 = 0, and first investigate the spin correlations
on cylinders of varying widths. A gapped magnetically
disordered phase would be expected to show exponentially
decaying correlations. In a long-range magnetically ordered
phase, the correlations should remain nonzero in magnitude
at long distances in two dimensions. On a long cylinder of
even width, exponential decay is still expected even when the
two dimensional limit is ordered, but in that case the decay is
characterized by a correlation length ξ which grows linearly
with system width. Thus it is crucial to investigate the scaling
of the correlation length.

Figure 3(a) shows the correlations between spins on the
same sublattice, 〈S0 · Sd〉, on the XC8-24 cylinder. One sees
that the spin correlation length continues to grow with increas-
ing J2. At J2 = 0.2, the system appears to develop longer-
range correlation. While the results on the XC8 cylinder are
fully converged, those on the wider XC12 cylinder are not, and
display dependence on the number of states kept in DMRG. In
particular, ξ grows as more states are included. Therefore, we
measure the spin correlations for several different numbers,
M = 4000–24000, of U (1)-equivalent states and extrapolate
the result. For example, at J2 = 0.2 [shown in Fig. 3(b)], ξ
is 4.0 lattice spacings for M ≈ 6000 states, while it grows to
6.78 lattice spacings when M ≈ 24000 states. Thus the less
converged results may underestimate Néel order. In Fig. 3(c),
we show the spin correlations on the XC12 cylinder obtained
with M ≈ 24000 states. Comparing to Fig. 3(a), we observe
that, for J2 = 0, the correlation length decreases with cylinder
width, while it increases with width for J2 = 0.1–0.2. The
trend is at least indicative of growing order.

Next, we study the J2 dependence of the magnetic order
parameter, extrapolating to the thermodynamic limit from
finite-size systems. We calculate the finite-size order parameter
from the middle half of each system to minimize boundary
effects, i.e., the 3 × L × L sites out of a total of 3 × L × 2L
sites for the XC2L-2L (L = 2,4,6) cylinders. The order
parameter of the q = (0,0) Néel state is defined as m2 =

1
N2

∑
i,j 〈Si · Sj 〉 (N is the number of unit cells, and i,j are sites

in the same sublattice). In Fig. 3(d), we show m2 versus 1/L
for various J2 [65]. For J2 " 0.15, we find that m2 extrapolates
to finite values in the thermodynamic limit, indicative of
q = (0,0) Néel long-range order. Because of the limited range
of system width, we have considerable uncertainty in the
location of the phase boundary and cannot reliably estimate an
error bar. However, we feel confident that the magnetic order
is robust for J2 = 0.2, as shown in Figs. 3(b) and 3(c), which
sets a lower bound on the transition point.

III. CHIRAL SPIN-LIQUID PHASE

Prior work has fully established the CSL state in the
J1-J2-J3 KHM along the parameter line J2 = J3 = J ′ with
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quantum spin-liquid (QSL) phase, a coplanar magnetically ordered
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J2 are large, roughly correlating with their classical positions.
These classical states surround three more quantum ones: the
two aforementioned QSL states and a third state tentatively
identified as a valence-bond crystal (VBC) state, which breaks
translational but not spin-rotation or TRS symmetry. The
relations between the spin-liquid states and the classical ones
will be discussed below. We do not focus on the VBC phase
here, but make a few remarks upon it in Sec. VI.

For this study, we use the DMRG with SU (2) spin rotational
symmetry [64] on cylinders by keeping a number of U (1)-
equivalent states M as large as Mmax = 26000. Two cylinder
geometries, denoted XC and YC, are used, such that for the XC
(YC) cylinder, one of the three bond orientations is along the
x (y) axis, as shown in Fig. 2. We abbreviate specific cylinders

by XC2Ly-Lx and YC2Ly-Lx , where Lx (Ly) is the number
of unit cells in the x (y) direction. In general, we obtain results
with DMRG truncation error less than 1 × 10−6 and 1 × 10−5

for the cylinders with Ly = 4 and 6, respectively.

II. q = (0,0) NÉEL PHASE IN THE J1- J2 KHM

We begin by studying the q = (0,0) Néel order in the small
J2 region with J3 = 0, and first investigate the spin correlations
on cylinders of varying widths. A gapped magnetically
disordered phase would be expected to show exponentially
decaying correlations. In a long-range magnetically ordered
phase, the correlations should remain nonzero in magnitude
at long distances in two dimensions. On a long cylinder of
even width, exponential decay is still expected even when the
two dimensional limit is ordered, but in that case the decay is
characterized by a correlation length ξ which grows linearly
with system width. Thus it is crucial to investigate the scaling
of the correlation length.

Figure 3(a) shows the correlations between spins on the
same sublattice, 〈S0 · Sd〉, on the XC8-24 cylinder. One sees
that the spin correlation length continues to grow with increas-
ing J2. At J2 = 0.2, the system appears to develop longer-
range correlation. While the results on the XC8 cylinder are
fully converged, those on the wider XC12 cylinder are not, and
display dependence on the number of states kept in DMRG. In
particular, ξ grows as more states are included. Therefore, we
measure the spin correlations for several different numbers,
M = 4000–24000, of U (1)-equivalent states and extrapolate
the result. For example, at J2 = 0.2 [shown in Fig. 3(b)], ξ
is 4.0 lattice spacings for M ≈ 6000 states, while it grows to
6.78 lattice spacings when M ≈ 24000 states. Thus the less
converged results may underestimate Néel order. In Fig. 3(c),
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with M ≈ 24000 states. Comparing to Fig. 3(a), we observe
that, for J2 = 0, the correlation length decreases with cylinder
width, while it increases with width for J2 = 0.1–0.2. The
trend is at least indicative of growing order.

Next, we study the J2 dependence of the magnetic order
parameter, extrapolating to the thermodynamic limit from
finite-size systems. We calculate the finite-size order parameter
from the middle half of each system to minimize boundary
effects, i.e., the 3 × L × L sites out of a total of 3 × L × 2L
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parameter of the q = (0,0) Néel state is defined as m2 =
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∑
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in the same sublattice). In Fig. 3(d), we show m2 versus 1/L
for various J2 [65]. For J2 " 0.15, we find that m2 extrapolates
to finite values in the thermodynamic limit, indicative of
q = (0,0) Néel long-range order. Because of the limited range
of system width, we have considerable uncertainty in the
location of the phase boundary and cannot reliably estimate an
error bar. However, we feel confident that the magnetic order
is robust for J2 = 0.2, as shown in Figs. 3(b) and 3(c), which
sets a lower bound on the transition point.
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Most frustrated spin model Candidate for spin liquid

Chiral spin liquid
• Spin analog of FQHE
• ‘Semion’ fractional excitations
• Spontaneous chiral order
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Kagome physics in TMD heterobilayers

Ref: Motruk, …, Rademaker tpb ‘22

Charge order at n=3/4 filling forms kagome lattice!
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i

XXZ DM



4

The fourth order terms / t
4
1 read

H4 = |t1|4
(
X

hjki

"✓
�42

(U � V )3
+

2

(U � V )2V
� 10

(U � V )V 2
� 3

V 3
+

4

(U + V )V 2
+

16

U(U � V )2

� 1

(U + V )(U � V )V
+

32

(U � V )2(2U � V )
+

32

(U � V )2(2U � 3V )

◆

⇥
�
2S

z
j S

z
k + e

�2i�jkS
+
j S

�
k + e

2i�jkS
�
j S

+
k

�

+

✓
3

(U � V )3
+

2

(U � V )V 2
+

4

(U + V )V 2
+

3

2(U � V )2V
� 1

2V 3

◆

⇥
�
2S

z
j S

z
k + e

4i�jkS
+
j S

�
k + e

�4i�jkS
�
j S

+
k

�
#

+ 2

✓
5

(U � V )3
� 2

U(U � V )2
+

6

UV 2
+

1

(U � V )2V
� 1

V 3
� 1

(U � V )V 2

◆ X

hhjkii

Si · Sj

+ 2

✓
2

(U � V )3
� 1

U(U � V )2

◆ X

hhhi•jiii

�
2S

z
j S

z
k + e

�4i�i•S
+
j S

�
k + e

4i�i•S
�
j S

+
k

�

+
6

UV 2

X

hhhi�jiii

�
2S

z
j S

z
k + e

�4i�i�S
+
j S

�
k + e

4i�i�S
�
j S

+
k

�

+ 8

✓
1

(U � V )3
� 1

(U � V )2(2U � V )
� 1

(U � V )2(2U � 3V )

◆

⇥
X

jk�kl

�
2S

z
j S

z
k + e

�2i�jkS
+
j S

�
k + e

2i�jkS
�
j S

+
k

� �
2S

z
l S

z
m + e

�2i�klS
+
l S

�
m + e

2i�klS
�
l S

+
m

�
)

(10)

Here, hhhi � jiii denotes summation over third nearest neighbor pairs with empty triangle sites in between and

hhhi • jiii over pairs with a filled site in between, as before. The fourth order terms mostly generate two-site spin

operators as well, but also some four-spin terms. These are present on all bond pairs that are connected by a nearest

neighbor bond, indicated by jk � lm. Note that they are only generated due to the presence of the nearest-neighbor

interaction V and vanish for V = 0. Even for finite V , they give a very small contribution and we neglect them in all

the numerical computations of this work. The full spin Hamiltonian we consider is given by

Hspin = H2 +H3 +H
0
4, (11)

where the prime in H
0
4 denotes H4 after dropping the four-spin terms.
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Effective spin model
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2

Figure S1. Kagome charge order parameter as a function of V/t at zero temperature, based on mean field theory.

MEAN FIELD THEORY FOR KAGOME CHARGE ORDER

The simplest description of the kagome charge order amounts to a mean field theory for spinless electrons with near-

est neighbor hopping on a triangular lattice and nearest-neighbor repulsion V
P

hiji ninj . The mean-field decoupling

means replacing ninj ! �hniihnji+nihnji+ hniinj . The resulting mean-field Hamiltonian is solved self-consistently

for fixed particle filling n = 3/4. The T = 0 expectation value for the occupation di↵erence between the kagome sites

and the empty site is shown in Fig. S1. We also find within our mean field theory that for V/t > 0.4 a full gap in the

spectrum appears, with the charge excitation gap at large V scaling as � ⇡ 2V � t.

At V/t = 5 the charge on the occupied sites exceeds nA = 0.98. We choose this as threshold for charge localization,

and therefore as a limit on the applicability of our strong coupling expansion of the e↵ective spin model.

EFFECTIVE SPIN MODEL

We expand the extended Hubbard Hamiltonian from Eq. (1) in the main text in the ratio of hoppings to interactions

according to Ref. [3]. We keep all terms of second and third order in the hoppings and all fourth order terms / t
4
1 and

write the XY part in the more compact notation with S
+

and S
�

operators instead of S
x
and S

y
. The expressions

can be straightforwardly transformed into XY and Dzyaloshinskii-Moriya (DM) interactions. To second order, we

obtain the usual antiferromagnetic expressions.
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In the half-filled Hubbard model (one particle per site) without magnetic field, all third order terms vanish since they

would break particle-hole symmetry [4]. In addition, they would generate three-spin interactions that would break

time-reversal symmetry. In our case, however, there is no particle-hole symmetry and we have empty sites on the

Virtual exchange to get spin model from tight-binding model

3

Figure S2. Notation explanation for Eq. (9). (a) Second line. (b) Second to last line. (c) Last line.
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Here, the } denotes the empty site at the center of a hexagon which forms a t
2
1t2 triangle with two nearest neighbors.

The � is the empty triangular lattice site inside a hexagon of the kagome lattice (between third nearest neighbors)

and the • the filled site between third nearest neighbors on a line of sites. See illustrations in Fig. S2. Note that the

terms in the second to last line therefore do only act on third nearest neighbors across a hexagon and the ones in the

last line only on third nearest neighbors along a line of sites.
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DMRG phase diagram
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Overview: exotic Moiré physics with TMDs
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Observed Mott criticality
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a second order transition. The phase diagram that emerges from these 
measurements is an insulating phase that is shaped roughly like an 
ellipse in density and displacement field, bounded by a ring of quantum 
critical points that separate it from metallic states.

Doping-driven metal–insulator transition
We first focus on the doping-driven MITs. The temperature-dependent 
resistivity ρ(T) and its first derivative (∂ρ/∂T) are shown in Fig. 2a,b. 
From Fig. 2b, the MIT boundary is clearly visualized as a dome around 
ν = −1, extending to a maximum temperature of approximately 10 K.  
Two doping-driven MITs are seen near v = −1.1 and v = −0.9. At the MIT 
boundary itself, the temperature dependence of the resistivity is 
T-linear down to the lowest temperature and ∂ρ/∂T is maximized (1.5 K  
for this data set, but down to 200 mK in other data sets and across 
several samples) as shown in Fig. 2c,d.

We now describe the transport over a wider range of doping than 
that shown in Fig 2. Technically, we cannot access all dopings for all 
displacement fields owing to constraints associated with the maxi-
mum gate voltages that we can apply before breakdown. Therefore, 
in Fig. 3a, we fix a top gate value of −8V for the same sample as shown 
in Fig. 2. At this top gate voltage, the insulating state near half filling is 
weak, with a maximum gap of less than 0.2 meV. At high doping (well 
beyond half filling), the resistivity is fit well by a T2 temperature depend-
ence at low temperature. As we approach the MIT from high doping, 
the maximum temperature to which the T2 fit holds decreases, and a 
region of T-linear resistance appears above this temperature. Near 
the MIT, the resistance obeys T-linear behaviour down to the lowest 
temperatures of our measurement. At temperatures just above the 
insulating phase, the resistivity is also T-linear. Upon reducing the 
doping further, a second MIT is seen, near which the resistivity is again 
T-linear down to the lowest temperature. Finally, at an even smaller 
doping of ν = −0.84, T2 resistivity is recovered at low temperature. The 
overall temperature dependence of the resistivity is summarized in 
Fig. 3b, with exemplary curves with fits shown in Fig. 3c. Two quantum 
critical fans of T-linear behaviour project to near the MITs on either side 
of the insulating region, with Fermi liquid T2 behaviour recovered away 
from the quantum critical region.

In some strongly correlated materials like the cuprate superconduc-
tors, the T-linear behaviour continues to be observed to anomalously 

high temperatures, leading to resistances that are well above the 
Ioffe–Regel limit. We observe instead a saturation of the resistivity at 
temperatures of order 200 K (Fig. 3c), and this displays a weak doping 
dependence in the range of 3–6 kΩ. In tWSe2 at the twist angles of our 
samples (4–5◦), theory indicates that the bandwidth is of the order of 
50 meV. Furthermore, both theory and experiment indicate that there 
is no true gap between the lowest moiré subband and higher bands. 
Thus, thermal excitation of carriers to higher bands would seem to be 
an unlikely explanation for this phenomenon.
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Fig. 1 | Continuous metal–insulator transition in twisted WSe2.  
a, Illustration of a dual-gated twisted-bilayer WSe2 device. Biasing the top gate 
(VTG) and bottom gate (VBG) allows independent control of the transverse 
displacement field and carrier density. b, Representation of bilayer WSe2, 
twisted to angle θ. The resulting moiré pattern acts like a superlattice potential 
with triangular symmetry. c, Low temperature resistance (T = 1.6K) plotted 
versus displacement field, D, and band filling, ν, for a sample with twist angle 
θ = 4.2 .̊ The band filling is defined in units of electrons per unit cell of the moiré 
superlattice. Varying the displacement field allows in situ bandwidth tuning at 

fixed filling13. This makes it possible to map the metal–insulator phase diagram 
through both band filling and band tuning control mechanisms4. As the range 
of top gate values are limited in our experiments (see Methods), a higher overall 
resistance is observed at lower displacement fields because of larger contact 
resistances. d,e, Plot of the insulating gap, measured along the lines of 
corresponding colour shown in c. For both sets of measurements, gaps are 
extracted from Arrhenius fits to the resistivity. At the metal–insulator 
boundary, it is observed that the insulating gap goes to zero continuously.

Fig. 2 | Doping-driven metal–insulator transition in twisted WSe2. a, Colour 
plot of resistivity versus temperature and doping for a 4.2˚ device at a fixed top 
gate value of −6.75 V. b, First derivative in temperature of the resistivity from a. 
All values below zero are set to zero (white). At the boundaries of the insulating 
region, T-linear resistivity is observed at low temperature. c,d, Line plots of the 
resistivity for doping ranges near the zero temperature MITs. The green 
highlighted curves display insulating behaviour, with a MIT defined by the blue 
dashed lines. At the metal–insulator boundary, the low temperature transport 
is T -linear (black curves). Further into the metal, the resistance starts to 
develop T 2 behaviour at low temperature (red curve in c).
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Unconventional magnetoresistance behaviour
Along with the T-linear behaviour generically observed at quantum 
critical points, unconventional superconductors such as the cuprates 
and pnictides exhibit B-linear magnetoresistance above the putative 
quantum critical point28–30. In these materials, superconductivity 
obscures the low field, low temperature limit. An exemplary set of curves 
of the longitudinal and Hall magnetoresistance is shown for a sample 
with a twist angle of 4.5˚ at a top gate voltage of −19 V, for which the 
maximum insulating gap at half filling is ∼0.7 fmeV (Fig. 4a,b; see 
Extended Data Fig. 4 for another sample). The low field (below 1T) lon-
gitudinal magnetoresistance shows an evolution from a weak B2 depend-
ence at ν = −1.2 to a strong B-linear dependence near the MIT. The entire 
set of data at low field is well described by an ansatz previously proposed 
for the cuprates and pnictides ρ(B) = γ βB+ 2  (ref. 30) as shown in  
Fig. 4c. The extracted values of β as a function of ν are shown in Fig. 4c, 
displaying a large increase upon approaching the insulating phase, cor-
responding to a crossover from B2 to B-linear behaviour. Such a crosso-
ver does not occur near full filling; B2 behaviour is retained near full 
filling (see Extended Data Fig. 5). In the cuprates and pnictides, it has 
been phenomenologically observed that the slope of the B-linear  
magnetoresistance and the linear-in-T resistance at zero field are  
comparable by converting magnetic field to temperature via the rela-
tionship g∗µBB = kBT. Such a conversion in our case would imply that 

µ
β =

g
k

B

B

#
. Indeed, assuming g∗ ∼ 25 near half filling31 and converting the 

values of β  = 600−800 Ω/T using this relationship gives αL = 36− 48, 
close to the experimentally observed values of 46 Ω/K at zero field for 
this particular data set. Analogous to the case for cuprates and pnictides, 
the implication is that magnetic field and temperature both play impor-
tant roles in determining the scattering rate in the quantum critical 
region.

Displacement field-driven metal–insulator transition
So far, we have discussed the phase diagram at a fixed top gate volt-
age and described transport near the doping-driven quantum critical 
points. Increasing the displacement field also results in a MIT at Dcritical = 
0.33 V nm−1. At this field-driven MIT, the resistivity is again found to be 
T-linear to the lowest temperature (Fig. 5a, inset). At even higher values 
of displacement field, T2 behaviour is recovered in the low temperature 
resistivity (Fig. 5a, inset) and αQ rises by an order in magnitude as it 
approaches Dcritical (Extended Data Fig. 6), again indicating the collapse 
of the Fermi temperature in the field-driven transition.

Hartree–Fock calculations (see Extended Data Fig. 7) show that for 
band dispersions believed to be relevant to tWSe2, and for interaction 
strengths in a physically reasonable intermediate coupling range, a 
metal–insulator–metal sequence of transitions occurs as the displace-
ment field is varied. Theory suggests32,33 that at zero displacement field 
the insulating phase is non-magnetic, does not break spatial symmetry, 
and is most probably a spin liquid of some type. Experimentally, we 
observe that the insulating gaps decrease at high magnetic field, con-
sistent with a non-magnetic state (Extended Data Fig. 8). Very recent 
results indicate that the transition is second order34. The quantum 
critical scaling that we observe in the vicinity of the transitions sug-
gests that the insulating phase is characterized by an order parameter 
whose fluctuations go soft at the transition and can scatter electrons.

Thus, both the doping and displacement field MITs host quan-
tum critical points, and we next investigate the metallic phase in the 
entire ν−D phase diagram through temperature-dependent resistance 
measurements. We find that both the magnitude of the insulating gap 
(Fig. 5b) and the slope of the T-linear behaviour (Fig. 5c) show a similar 
evolution with displacement field. This strong correlation between the 
T-linear behaviour and the magnitude of the correlated gap, as well as 
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point. At the quantum critical point (D = 0.33 V nm−1, top curve) T-linear 
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T2, behaviour is observed. b, Colour plot of insulating gaps (red) as a function of 
density and displacement field. The boundary of the insulating region is shown 
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measurements is also plotted. c, Linear coefficient αL versus displacement field 

and doping over the same range as b. Both αL and the magnitude of the 
insulating gap itself are controlled by the displacement field, indicating a 
common origin. The boundary of the gapped region in b is denoted by the 
dashed line in c. d, ρ0 defined from extrapolation to T = 0 of high T region of 
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a second order transition. The phase diagram that emerges from these 
measurements is an insulating phase that is shaped roughly like an 
ellipse in density and displacement field, bounded by a ring of quantum 
critical points that separate it from metallic states.

Doping-driven metal–insulator transition
We first focus on the doping-driven MITs. The temperature-dependent 
resistivity ρ(T) and its first derivative (∂ρ/∂T) are shown in Fig. 2a,b. 
From Fig. 2b, the MIT boundary is clearly visualized as a dome around 
ν = −1, extending to a maximum temperature of approximately 10 K.  
Two doping-driven MITs are seen near v = −1.1 and v = −0.9. At the MIT 
boundary itself, the temperature dependence of the resistivity is 
T-linear down to the lowest temperature and ∂ρ/∂T is maximized (1.5 K  
for this data set, but down to 200 mK in other data sets and across 
several samples) as shown in Fig. 2c,d.

We now describe the transport over a wider range of doping than 
that shown in Fig 2. Technically, we cannot access all dopings for all 
displacement fields owing to constraints associated with the maxi-
mum gate voltages that we can apply before breakdown. Therefore, 
in Fig. 3a, we fix a top gate value of −8V for the same sample as shown 
in Fig. 2. At this top gate voltage, the insulating state near half filling is 
weak, with a maximum gap of less than 0.2 meV. At high doping (well 
beyond half filling), the resistivity is fit well by a T2 temperature depend-
ence at low temperature. As we approach the MIT from high doping, 
the maximum temperature to which the T2 fit holds decreases, and a 
region of T-linear resistance appears above this temperature. Near 
the MIT, the resistance obeys T-linear behaviour down to the lowest 
temperatures of our measurement. At temperatures just above the 
insulating phase, the resistivity is also T-linear. Upon reducing the 
doping further, a second MIT is seen, near which the resistivity is again 
T-linear down to the lowest temperature. Finally, at an even smaller 
doping of ν = −0.84, T2 resistivity is recovered at low temperature. The 
overall temperature dependence of the resistivity is summarized in 
Fig. 3b, with exemplary curves with fits shown in Fig. 3c. Two quantum 
critical fans of T-linear behaviour project to near the MITs on either side 
of the insulating region, with Fermi liquid T2 behaviour recovered away 
from the quantum critical region.

In some strongly correlated materials like the cuprate superconduc-
tors, the T-linear behaviour continues to be observed to anomalously 

high temperatures, leading to resistances that are well above the 
Ioffe–Regel limit. We observe instead a saturation of the resistivity at 
temperatures of order 200 K (Fig. 3c), and this displays a weak doping 
dependence in the range of 3–6 kΩ. In tWSe2 at the twist angles of our 
samples (4–5◦), theory indicates that the bandwidth is of the order of 
50 meV. Furthermore, both theory and experiment indicate that there 
is no true gap between the lowest moiré subband and higher bands. 
Thus, thermal excitation of carriers to higher bands would seem to be 
an unlikely explanation for this phenomenon.
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Fig. 1 | Continuous metal–insulator transition in twisted WSe2.  
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displacement field and carrier density. b, Representation of bilayer WSe2, 
twisted to angle θ. The resulting moiré pattern acts like a superlattice potential 
with triangular symmetry. c, Low temperature resistance (T = 1.6K) plotted 
versus displacement field, D, and band filling, ν, for a sample with twist angle 
θ = 4.2 .̊ The band filling is defined in units of electrons per unit cell of the moiré 
superlattice. Varying the displacement field allows in situ bandwidth tuning at 

fixed filling13. This makes it possible to map the metal–insulator phase diagram 
through both band filling and band tuning control mechanisms4. As the range 
of top gate values are limited in our experiments (see Methods), a higher overall 
resistance is observed at lower displacement fields because of larger contact 
resistances. d,e, Plot of the insulating gap, measured along the lines of 
corresponding colour shown in c. For both sets of measurements, gaps are 
extracted from Arrhenius fits to the resistivity. At the metal–insulator 
boundary, it is observed that the insulating gap goes to zero continuously.

Fig. 2 | Doping-driven metal–insulator transition in twisted WSe2. a, Colour 
plot of resistivity versus temperature and doping for a 4.2˚ device at a fixed top 
gate value of −6.75 V. b, First derivative in temperature of the resistivity from a. 
All values below zero are set to zero (white). At the boundaries of the insulating 
region, T-linear resistivity is observed at low temperature. c,d, Line plots of the 
resistivity for doping ranges near the zero temperature MITs. The green 
highlighted curves display insulating behaviour, with a MIT defined by the blue 
dashed lines. At the metal–insulator boundary, the low temperature transport 
is T -linear (black curves). Further into the metal, the resistance starts to 
develop T 2 behaviour at low temperature (red curve in c).
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Landau Fermi liquid with electron–electron umklapp scattering. We fit 
the low-temperature resistance with □R R AT= +0

2 (Extended Data Fig. 3), 
where R0 denotes the residual resistance and A1/2 is proportional to the 
quasiparticle effective mass m" according to Kadowaki–Woods scaling32. 
The electric-field dependence of A1/2 is well described by a power-law 
divergence, A m E E∝ ∝ | − | ,1/2 "

c
−1.4±0.1  as E  approaches Ec from above 

(Fig. 2d). The mass divergence is contrasted by the weak electric-field 
dependence of the Hall density (Fig. 2e). The result suggests that the 
entire electronic Fermi surface contributes to transport, with m" diverg-
ing at Ec due to quantum fluctuations near the MIT2–4,23,24,29.

The resistance deviates from the T 2 dependence at higher tempera-
tures; it reaches a maximum at temperature T * and decreases with 
further increase of temperature. The insulating-like behaviour here 
follows a power law rather than an activation temperature dependence 
(Extended Data Fig. 4). The value of T * decreases upon approaching 
the MIT (Fig. 3c). The square resistance can exceed the Mott–Ioffe–
Regel limit (horizontal dashed line in Fig. 2a), h/e2, with h and e denot-
ing, respectively, the Planck’s constant and the elementary charge. 
This corresponds to a mean free path smaller than the moire ́ period 
and is suggestive of ‘bad’ metallic behaviour33.

Next we demonstrate quantum critical scaling collapse of the resist-
ance curves near the MIT. We first identify the precise value of the 
critical field at which a simple power-law dependence of □R T( ) is 
observed (Extended Data Fig. 4). We normalize □R T( ) by resistance at 
the critical field R T( )c . The resistance curves near the MIT collapse onto 
two branches after the temperatures are scaled by field-dependent  
T0s (Fig. 3a, b, see Supplementary Information for details). The top and 
bottom branches represent the insulating and metallic transport behav-
iours, respectively; they display reflection symmetry about □R R/ = 1c  
in the log–log plot. We fix the scale of T0 by matching it to the measured 
charge gap at one field on the insulating side. The same T0s are used to 
scale the curves on the metallic side of equal distance to the critical 
point without any adjustment. The scaling parameter T0 continuously 
vanishes as it approaches the critical field (Fig. 2b). Similar to the charge 

gap, T0 follows a power-law dependence T E E∝ | − | νz
0 c  with exponent 

νz ≈ 0.70 ± 0.05 (Fig. 2c). Figure 3a, b also compares two sets of meas-
urements of the same device after different thermal cycles; the behav-
iour very close to the critical point is affected by disorders (Methods).

We show the field-temperature phase diagram for log
R

Rc

□  in Fig. 3c. 

It reveals the ‘fan-shape’ structure that is widely observed for quantum 
criticality29–31. The Widom line is close to the vertical blue line stemmed 
from the critical field (Methods). The T " line and its mirror image (cor-
responds to log ≈ 0.45

R

Rc

□ ) set the scale for the finite temperature 

crossover near the MIT, that is, the boundary of the quantum critical 
region27. We have < 0

R

T

d

d
□  inside this region that is correlated with the 

Pomeranchuk effect discussed below.

Magnetic properties near the MIT
Since the ground and low-energy excited states of the Mott insulator are 
determined by magnetic interactions, we examine the magnetic proper-
ties near the critical point. A magnetic field parallel to the 2D plane cou-
ples weakly to spins because of the strong Ising spin–orbit interaction 
in TMDs34 (Extended Data Fig. 5). We characterize the magnetization of 
holes in TMD moiré heterostructures under an out-of-plane magnetic 
field B by magnetic circular dichroism (MCD)11 (Methods and Supple-
mentary Information). Figure 4a illustrates the magnetic-field depend-
ence of MCD for several electric fields at 1.6 K. The MCD increases linearly 
with B at small fields and saturates above B* (symbols). The saturation 
field B* increases with electric field on the metallic side, but is weakly 
electric-field-dependent (~4–5 T) on the insulating side. The MCD satu-
ration on the two sides arises from different mechanisms. On the metal-
lic side, B* agrees well with the saturation field of magnetoresistance 
(Fig. 4c), at which the transport crosses over from metallic to insulating 
(inset). On the insulating side, B* reflects the magnetic interaction energy 
scale. The MCD can be converted to magnetization since at saturation 
its value corresponds to magnetization of fully polarized spins.
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Fig. 2 | Continuous Mott transition. a, Temperature dependence of square 
resistance (symbols) at fixed filling factor f = 1 under varying electric fields.  
The lines are a guide to the eye. The resistance at the critical electric field 
Ec = 0.652 V nm–1 (open symbols) follows a power-law dependence.  
The horizontal dashed line marks the resistance quantum. b, c, Continuously 
vanishing charge gap ∆ and temperature scaling parameter T0 (multiplied by 
the Boltzmann constant kB) as the electric field E  approaches the critical field 
Ec. Both follow a power-law dependence on E E| − |c  with nearly identical 
exponents (c). d, Electric-field dependence of A1/2 in a log–log plot, where A is 

the fitting parameter for the low-temperature square resistance (R R AT= +0
2

□  
with R0 denoting the residual resistance) and the error bars are the fitting 
uncertainty. The dashed line is a power-law fit A E E∝ | − |1/2

c
−1.4±0.1. e, Electric-field 

dependence of the Hall resistance Rxy and Hall density nH above Ec. The Hall 
density is largely field independent and consistent with the moiré density 
(horizontal dashed line). It is obtained from Hall measurements under ±0.2 T, 
followed by anti-symmetrizing the response. The magnetic-field- 
induced MIT (Fig. 4c) prevents reliable measurements close to Ec.
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Metal-Insulator Transitions in Pure and Doped V,O,
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The addition of Ti + and Mg'+ to V2O, leads to the suppression of the antiferromagnetic insulating phase;
whereas the addition of Ti'+, Zr'+, and Fe'+ results in a first-order transition from a metallic to an
insulating state. The effect of impurity ions is discussed in terms of the changes they cause in the bandwidth
in analogy with the effect of pressure. The Hall coefficient of metallic V20, at 4.2 'K and 20 kbar is
AH =+(3.5+0.4)X 10 cm'/C which is close to the value measured at 150 'K and 1 atm, The residual
resistivity of metallic V20, is strongly impurity dependent (140 p,A cm/at. % Cr and 35 p,A cm/at. % Ti).
These results are not completely consistent with current theories for the metal-insulator transition in V203
but the best available model still seems to involve a localized-to-nonlocalized transition within the d band
primarily involving orbitals in the basal plane.

I. INTRODUCTION

Vanadium sesquioxide has a sharp first-order
transition from an antif erromagnetic -insulating
phase to a metallic phase at 150-162 K and a re-
gion of continuous change back to an insulating
state around 500-550 K. Experiments on the
mixed-oxide system (V, „Cr„),O~ using both tempera-
ture and pressure as variables have shown that the
two temperature-induced changes are related and
that they are part of a more general phase dia-
gram. This diagram, which is illustrated in
Fig. 1, has three clearly defined regions; metal
(M), insulator (I), and antiferromagnetic insulator
(AF). It has been argued that the available experi-
mental results are consistent with a transition from
a highly correlated metallic phase to a phase which
is localized but has polar fluctuations. '4 This type
of transition as a function of pressure was origi-
nally proposed by Mott. 5 6
The generalized phase diagram shown in Fig. 1

shows that there is an empirical scaling of the ad-
dition of Cr3' and a negative pressure. The scal-
ing also appears to hold for the addition of Ti ' and
a positive pressure. In an attempt to understand
the origin of this correlation a series of doping ex-
periments has been carried out with Ti, Zr, Mg,
and Fe. The preparation and characterization of
the different samples are described in Sec. II. In
Sec. III the physical properties of each system are
summarized and in Sec. IV these results are re-
lated to the current theory for the metal-insulator
transition in V&O&.
It is clear that the metal-insulator transition

represents a boundary between sesquioxides which
are good insulators and those which are metallic,
i.e. , it is a Mott-type transition. However, a de-
tailed understanding of the transition requires as
a minimum the parameters of a paramagnetic band-
structure calculation and some understanding of
how these parameters change with volume. At

present, we have only qualitative speculations as
to the nature of the band structure.
Even without this information one can make sev-

eral predictions for the properties of the metallic
state near the transition due to the large local spin
fluctuations. With these predictions in mind we
have made a series of measurements of the trans-
port properties of the metallic state. These are
reported in Sec. V. The Hall coefficient in pure
V&03 was measured at liquid-helium temperatures
above the critical pressure necessary to suppress
the antiferromagnetic phase. Also, the residual
resistivity and the coefficient of the T term as a
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Other material realizations

(a) (b) (c)

MoTe2/WSe2Mott organicsSi 2DEGs
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Critical scaling

(a) (b) (c)Dilute 2DEG Organic TMD Moiré
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Table 1. A summary of available experimental results for the three classes of systems considered.
The sources (references) are given in the text below. Question-marks indicate the lack of reliable data.
Fermi liquid (T2) transport behavior has not been documented in 2DEG systems, in contrast to strong
evidence for it in Mott organics and TMD moiré bilayers. Note that the characteristic energy scales
D, (m⇤)�1, TFL, Tmax, as well as To display similar continuous decrease towards the transition in all
three systems, consistent with general expectations for quantum criticality. One should keep in mind
that the error bars on the estimated exponent could be substantial, since the results typically depend
strongly on the utilized fitting range.

System Dilute 2DEG Mott Organics TMD Moiré Bilayers

Transition Type continuous? weakly first order
(at T < Tc ⇠ 0.01TF) continuous?

D |n � nc|
|P � Pc|nz,

nz ⇡ 0.7 � 1
|E � Ec|nz,
nz ⇡ 0.6

1
m⇤

|n � nc| ? ?

To
|n � nc|nz,
nz ⇡ 1.6

|P � Pc(T)|nz,
nz ⇡ 0.5 � 0.7

|E � Ec|nz,
nz ⇡ 0.7

TFL ? |P � Pc|
|E � Ec|nz,
nz ⇡ 0.7

Tmax |n � nc| |P � Pc|
|E � Ec|nz,
nz ⇡ 0.7

3.1. Dilute 2DEG in Semiconductors
In dilute two-dimensional electron gases (2DEG) [26], the electron density can be

quantified by the dimensionless parameter rs = 1/
p

pnaB where n is the electron density
and aB the Bohr radius. The ratio of interaction energy versus kinetic energy scales as rs,
and therefore at large enough rs (of the order rs ⇠ 40 in 2D) the electrons will spontaneously
crystallize into a Wigner solid. In a two-dimensional Wigner crystal, the electrons form a
triangular lattice with exactly one electron per unit cell—essentially forming a frustrated
Mott insulator. When the electron density n is varied, the size of the unit cell changes
accordingly so that the Wigner crystal always remains fixed at one electron per unit cell.
The transition from an insulating Wigner crystal to a metal can therefore be plausibly
viewed as a bandwidth-tuned Mott transition. Note that this is counter-intuitive: after
all, one tunes the electron density! However, what matters is the electron density counted
per unit cell and that remains constant. This idea suggests [27–29] that the melting of a
Wigner solid by increasing density should be viewed as a Wigner–Mott transition, possibly
bearing many similarities to Mott transitions in narrow-band crystalline solids such as Mott
organics or transition-metal oxides. If this viewpoint is correct, then the resulting metal
above the transition should display resemble other strongly correlated Fermi liquids, a
notion that is starting to gain acceptance on the base of recent experiments [30–32].

Experimentally, high-quality 2DEGs can be realized in metal-oxide-semiconductor field-
effect devices (MOSFETs) in various semiconductors [24,30,32,33]. Through electrostatic gating
the electronic density can be elegantly tuned, typically in the range of n ⇠ 1010–1012 cm�2.
The peak electron mobility in ultra-clean samples can be as high as 104 cm2/V s [19], which
implies that down to very low temperatures the transport properties are dominated by
electron-electron interactions (like Wigner crystallization) rather than extrinsic disorder effects.
Lower-mobility devices have also been extensively studied (for a review see Chapter 5 of
Ref. [18]), displaying different types of metal-insulator transitions displaying electron glass
dynamics [34], which we will not discuss here.

Indeed, tuning the electronic density leads to insulating transport below a critical
density, typically around nc ⇠ 1011 cm�2 [24,33], see Figure 1a. Activated behavior is often
observed close to the transition [34,35], with the activation energy D ⇠ |n � nc|. Further on
the insulating side disorder effects may become important, where Efros-Shklovskii hopping
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Table 2. A summary of predictions from competing theoretical pictures. The expected transition
type differs between the three pictures, with observable differences in the behavior of the mass
enhancement m⇤, the Kadowaki–Woods ratio A/(m⇤)2, the destruction of the Fermi liquid at TFL,
and the appearance of a resistivity maxima at Tmax. Details are provided in the text below.

Theory Predictions 2D Spinon Theory DMFT Percolation Theory

Transition Type continuous weakly first order
(at T < Tc ⇠ 0.01TF) first order

D |g � gc|Snz,
nz = 0.67

|U � Uc1|nz,
nz ⇡ 0.8 remains finite

m⇤ weak: ln 1
|g�gc | strong: |U � Uc2|�1 no divergence

A/(m⇤)2 ? constant
(KW law obeyed)

diverges: (xo � xc)�t;
t = s/m

TFL |g � gc|2n |U � Uc2| T⇤ ⇠ |xo � xc|

Tmax Tmax = • |U � Uc2| T⇤ ⇠ |xo � xc|

4.1. Spin Liquid Picture of the Mott Point
A popular approach to describe a spin liquid state is through spin-charge separation. In

Ref. [53], the electron is split into a charge-0 spin-1/2 fermionic spinon f and a charge-e
spin-0 bosonic chargon b. The Mott transition, in this picture, amounts to the condensation
of the chargon field, whose critical behavior falls within the 3D XY universality class.
The Fermi liquid corresponds to the condensed phase of the chargon, whereas the Mott
insulator corresponds to a gapped phase of the charged boson. The splitting of the electron
leads to redundant degrees of freedom described by an emergent gauge field. Fluctuations
of this gauge field lead to a logarithmic enhancement of the quasiparticle effective mass,

m⇤ ⇠ ln
1

|g � gc|
, (2)

where g is the tuning parameter and gc is the critical value. However, as in any theory with
a non-local electronic self-energy, the quasiparticle residue Z is not simply proportional to
the inverse effective mass; instead Z ⇠ |g � gc|b/ ln 1

|g�gc | . Furthermore, approaching the
Mott transition from the metallic side the spin susceptibility c remains constant whereas
the compressibility k vanishes. Physically, these effects result from important inter-site spin
correlations, where a gapless spin liquid can be viewed as a certain superposition of spin
singlets formed by pairs of spins in the Mott insulating state. As a result, there emerges a
finite gap d to charge excitations, while the rearrangement of singlets leads to characteristic
gapless spin excitations with fermionic quasiparticles. This picture is a specific realization
of the famous RVB picture of Baskaran and Anderson [57], first proposed in the context of
high-Tc superconductors.

Another significant consequence of describing the Mott transition as chargon conden-
sation, is that the T = 0 conductivity is not continuous. The electron resistivity will display
a universal jump from a (disorder)-dependent constant value r = r0 in the Fermi liquid; to
r = r0 +

Rh
e2 (with R of order one) at the critical point; to r = • in the Mott insulator. On

the metallic side, the Fermi liquid is predicted to break down above TFL ⇠ |g � gc|2n and
give rise to a marginal Fermi liquid state, which in turn survives up to TMFL ⇠ |g � gc|n.
In both cases, n = 0.67 is the 3D XY correlation length exponent. On the insulating side,
the boson condensation picture implies that the charge gap vanishes as D ⇠ |g � gc|n. The
spinons, however, remain gapless and form a spinon Fermi surface, with low-temperature
specific heat scaling as C ⇠ T2/3.

Note that the original work in Ref. [53] does not directly provide a detailed description
for finite temperature dependence of the resistivity, and thus no explicit prediction for a
possible deviation from the Kadowaki-Woods (KW) law (A/(m⇤)2 ⇡ constant) [58]. On
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Optical response
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Exotic moiré physics with TMDs

Flat bands

(a)

(b)

EF

 meV−20

0 0.18
LDOS

5aM

Electron slush

(a) (b) (c)Dilute 2DEG Organic TMD Moiré

Mott criticalityChiral spin liquid


